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and R'„= ~p, -, V. ' V, '*~' ~0. Thus, e(p~) =E(K)
—D, with 2D= Tr(I.,v). But clearly l., is positive
semidefinite, so that D ~ 0. This proves (i). To
prove (ii), note that E(K) ~ e(p„) = (G ) s, where
G = (Pu, H„gz ) is real for each &. Hence, for
some 9, G ~e(p„). Q.E.D.
A very useful discussion with professor J. K.

Percus is gratefully acknowledged. This work
was partially supported by the National Science
Foundation under Grant No. PHY-78-25390-A01.
Note added.—After reading this manuscript,
Professor M. B. Ruskai kindly pointed out that
the lemma is essentially a consequence of Horn's
theorem'. Let y ~ y ~ ~ ~ ~ -y and x &x1 2 N 1 2

-x~ be two sets of reals. Then there exists an

M&&M hermitean matrix B with eigenvalues (x, j
and diagonal elements B;, =y; if and only if
Q,', (x, -y;) ~ 0 for all 1 ~ t ~M, and with equality
for t=M. The existence of 8 is equivalent to y,.
=P„-, ~ U;, ~'x; for some unitary U. To apply this
to the lemma, suppose that c, = 0 for j &M~ X and
take y, =c, (for j ~M) and x, =x, = ~ ~ =xi=1, and
x, =0 for j&N. The required orthonormal vectors
V' are then V, '= U,-, for j -M and V,.'=0 for j&M.
Finally, if c,&0 for all j, then an argument such
as that given at the end of the proof of the lemma,
or something similar, must be used.

A. Horn, Am. J. Math. 76, 620 (1954).
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It is shown that evidence on cosmic-ray showers of energy 3& 10"to 10 eV indicates
that scaling in the fragmentation region is valid up to the highest energies if (and only if)
hadron-air inelastic cross sections continue to rise in the manner observed at lower ener-
gies. It is also shown, with use of additional air-shower evidence, that (ln A), the log-
arithmic mean primary mass number, changes from (4+2) at 1.6&10 eV to (0+() 6) at
and above 3x10 eV.

PACS numbers: 13.85.Kf, 13.85.Mh, 94.40.Lx, 94.40.Pa

Information about some features of nuclear
interactions beyond 10"eV can be obtained by
the study of high-energy cosmic rays. Beyond
10"eV these studies depend on observations of
extensive air showers. Such observations, while
not suited for the study of details, are capable of
giving information about broad features. In par-
ticular, they can be used to test the validity of
scaling in the fragmentation region. In this Let-
ter we examine data on the depth of maximum
development (X ) of large air showers as a func-
tion of energy (E). The variation of X is re-
lated to the multiplicity law for the production of
high-energy secondaries by the elongation-rate
(ER) theorem. ' By using this relation we show
that one of the important predictions of scaling,
namely that the multiplicity of high-energy sec-
ondaries is asymptotically energy independent, '
is supported by air-shower evidence up to the
highest observed energies, provided that hadron-
air interaction cross sections continue to rise in
the manner observed at lower energies.

In our analysis we have intentionally disre-
garded measurements of X by Thornton and
Clay, ' as their data have been challenged by Or-
ford and Turver' on a number of grounds. We
find, however, that the remaining evidence sup-
ports their conclusion as to a change in primary
composition from heavy to light nuclei between-10"and 3 &10'6 eV. This conclusion is espe-
cially interesting astrophysically because it is
well established that the cosmic-ray spectrum
between 2x10" and 10"eV is significantly steep-
er than at lower energies, ' and there is evidence
from a variety of experiments that the amplitude
of cosmic-ray anisotropy increases rapidly with
energy in the same region. '
We discuss the data on X in terms of D„ the

so-called "elongation rate, " equal by definition
to dX„/dlnE. X is averaged over fluctuations
in showe r de ve lopment, and in cas e of mixe d
primary composition over the equal-energy mass
spectrum. For numerical results we use "ER
per decade, " defined similarly in terms of log,@
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FIG. 1. &~(g cm ) as a function of energy. The points
above 10'6 eV are identified in Table I. Point P, see
text and Ref. 14. Point A. , see text and Ref. 16. Deriva-
tion of the solid and dotted lines is described in the text.

to 10"eV." The calculated relation between X
and the measured quantity is somewhat dependent
in this ease on the character of hadronic interac-
tions at very high energies. Consequently, for
the present purpose, these values of X have
been normalized to 730 g cm ' at 10"eV so as
to agree with Refs. 10 and 11, and the directly
measured elongation rate" has been used to de-
duce the values of X quoted at 10" and 10"eV.
A weighted least-squares fit to these data gives

X (g cm ') =(290a80) +(50+10)log,+(GeV). The
fact that the data ean be fitted by a straight line
is itself a significant constraint on theories of
the origin of these cosmic rays. It indicates that
the well-known flattening of the energy spectrum
above 10"eV, which appears to have associated
with it a change in the anisotropy, " is not ac-
companied by any striking change in primary
composition. The fact that the experimental
value of D» agrees as well as it does with the
reference value is an additional constraint, favor-
ing models in which the primary composition
does not change over the entire range from 3
x10' to 10
We are allowed, therefore, to adopt the hypo-

thesis that all of the primary particles above
3 &10" eV are protons, and we do so. Under it
we can combine the data of Table I with lower-
energy accelerator-based results in order to find
X, and the average value of B over energies ex-
tending upward to 10' eV. As no appropriate

results have been published for air, we adopt
those of Jones for nuclear cascades in water, an
airlike medium. " Jones's results have been
verified by a number of experiments with use of
accelerators and cosmic rays, and they are con-
sistent with the ER theorem from 10"to 10"eV.
For our purpose we modify his calculations to in-
clude fluctuations in the position of the first inter-
action. Taking the proton mean free path in air
to be 84.4 g cm ' at 10"eV, we find the value of
X at that energy to be 280+20 g cm ', where
the error reflects approximations made in our
adaptation of Jones's work.
A least-squares fit of this point and those used

previously gives X (g cm ') = (159+ 25) +(65+ 3)
&log, p'(GeV), with reduced y' = 0.96. The close
agreement between the new value of D„and the
reference value means that the evidence given in
Table I, together with Jones's result, supports
the validity of scaling all the way up to 10' eV,
provided that hadron-air inelastic cross sections
continue to rise in the manner observed at lower
energies (provided, in other words, that Bq
=0.23, where the bar designates an average
over energies extending upward to 10'o eV). But
if these cross sections behave otherwise (if, for
instance, they decrease with energy at high en-
ergies), then scaling will have to be violated in
the fragmentation region. The hypothesis that
the primaries above 3 &10" eV are protons is not
needed to draw these conclusions, because, ac-
cording to Eg. (4), if those primaries were heav-
ier than protons then the new value of D„would
imply B&0.23, thus strengthening our argument.
We now turn to the question of the primary
mass composition above 10" eV. Aside from the
previously mentioned work by Thornton and
Clay, ' only one experiment has given results
comparable to those of Table I at a lower energy.
They were obtained in a series of experiments
by Antonov et a/. in which the altitude variation
of the shower rate from sea level to -200 g em '
was measured. " The most precise data were
obtained in two balloon flights of a 30-m-diam
array of scintillation counters and Geiger-Muller
counter hodoscopes. Antonov et al. give a de-
tailed discussion of their experimental method
and of the analysis techniques, and we can find
no basis for the opinion' "that errors in assigned
depths of maximum are at least 100 g cm '."
Our own analysis of the balloon-flight data gives
X =450+50 g cm ' for an energy of 1.6&10"eV.
This point is shown with the others in Fig. 1.
Our earlier result, that the value of B is inde-
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a b s t r a c t

Using a large set of simulated extensive air showers, we investigate universality features of electron and
positron distributions in very-high-energy cosmic-ray air showers. Most particle distributions depend
only on the depth of the shower maximum and the number of particles in the cascade at this depth.
We provide multi-dimensional parameterizations for the electron–positron distributions in terms of par-
ticle energy, vertical and horizontal momentum angle, lateral distance, and time distribution of the
shower front. These parameterizations can be used to obtain realistic electron–positron distributions
in extensive air showers for data analysis and simulations of Cherenkov radiation, fluorescence signal,
and radio emission.

! 2009 Elsevier B.V. All rights reserved.

1. Introduction

One of the greatest mysteries in particle astrophysics is the nat-
ure and origin of the highest-energy cosmic rays above 1017 eV. The
study of extensive air showers produced in our atmosphere by
these particles is the primary means of obtaining information
about high-energy cosmic rays. Many techniques to observe these
air showers, including the detection of atmospheric fluorescence
and Cherenkov light [1] and radio signal emission [2], depend on
the knowledge of the distribution of charged particles in air show-
ers. Primarily, the distributions of electrons and positrons as most
abundant charged particles are of importance. Theoretical predic-
tions of the main production and energy loss processes in electro-
magnetic showers have been available for a long time [3,4].
Modern Monte Carlo techniques greatly enhance the accuracy of
these estimates and allow us to calculate the electron–positron
distributions not only in electromagnetic showers but also showers
initiated by hadrons.

In this work, we use simulations to investigate electron–posi-
tron distributions in extensive air showers and their dependence
on energy, species, and zenith angle of the primary particle and
on the evolution stage of the shower. Previous studies have shown
that many distributions depend only on two parameters: the num-
ber of particles in the extensive air shower and the longitudinal po-
sition in the shower evolution where this maximum occurs [5–12].
This concept, which is referred to as universality, allows us to de-
velop parameterizations of the electron–positron distributions as
a function of relevant quantities such as energy, lateral distance,
and momentum angles, in terms of only a few parameters.

2. Method

Electron and positron distributions in the atmosphere were
studied through detailed Monte Carlo simulations. Unless specified
otherwise, extensive air shower simulations were performed
according to the specifications below.

All simulations were carried out using the CORSIKA code, version
6.5 [13]. We used the QGSJET-II-03 model [14,15] to describe high-
energy interactions and the URQMD 1.3.1 code [16,17] at lower ener-
gies. Electromagnetic interactions were treated by the EGS4 code
[18]. We applied a low energy cutoff of 151keV and level 10!6 opti-
mum thinning [19,20]. The US Standard Atmosphere [21,22] was

0927-6505/$ - see front matter ! 2009 Elsevier B.V. All rights reserved.
doi:10.1016/j.astropartphys.2009.02.002
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used as atmospheric model. It should be noted that, because sim-
ulations for our analysis were performed using only a single nucle-
ar interaction model, the shape of the distributions presented may
change somewhat when different models such as SIBYLL or QGSJET-I
are employed. On the other hand, the e! distributions in proton
and iron showers exhibit very good universality. Hence, the overall
behaviour of the distributions should not change significantly.

The standard output of CORSIKA is a list of momenta, position
coordinates, and arrival times of those particles that cross a hori-
zontal plane representing the ground detector. This output format
is not ideally suited for universality studies. First of all, particle dis-
tributions need to be calculated at many depth layers for each indi-
vidual shower. Secondly, considering inclined showers, different
core distances in the horizontal detector plane correspond to dif-
ferent shower development stages.

A multi-purpose interface called COAST (Corsika Data Access
Tools) has been developed for accessing the data of individual par-
ticles tracked in CORSIKA [23]. For each track segment of a particle
simulated in CORSIKA, a COAST interface function is called with the par-
ticle properties at the start and end of the propagation step. In
addition, all standard CORSIKA output information is passed to the
COAST interface. This allows one to directly access the overall infor-
mation of the simulated showers (e.g. energy, direction of inci-
dence, depth of first interaction) as well as details on all
individual track segments of the simulated shower particles.

The COAST interface was used in this work to produce histograms
of different particle distributions. Planes perpendicular to the
shower axis were defined and particles were filled in the corre-
sponding histograms if their track traversed one of these planes.
The energy, momentum, time, and position of a particle crossing
one of the planes was calculated by interpolation from the start
and end points of the track segment. In total, 50 planes at equidis-
tant levels in slant depth X between the point of first interaction
and sea level (X ’ 1036g=cm2 for vertical showers) were used
for histogramming, whereas the depth of a plane was measured
along the shower axis. Note that these planes are, in general, not
horizontal and cover different atmospheric densities. In our uni-
versality studies below, we will use only the densities at the inter-
section points of the planes with the shower axis.

At each of the 50 planes, two three-dimensional histograms
were filled for electrons and positrons, respectively. The first histo-
gram contains logarithmically binned distributions of the arrival
time, lateral distance from the shower axis, and the kinetic energy
of the particles. The second histogram contains the angle between
the momentum vector and the shower axis, the angle of the
momentum vector projected into the plane with respect to the out-
ward direction in the plane, and the kinetic energy of the particles.

Showers were simulated for protons, photons, and iron nuclei
at primary energies of 1017;1018;1019, and 1020 eV. For each com-
bination of primary particle and energy, showers with zenith an-
gles of 0, 30, 45, and 60! were calculated. Non-vertical showers
were injected from the north, northeast, east, southeast, and
south to accommodate deviations due to the geomagnetic field.
The preshower effect [24,25] was excluded: for photon primaries
at energies over 1019 eV, it would result in the simulation of sev-
eral lower-energy primaries, the particle distributions for which
are already included. Each parameter set was repeated 20 times,
amounting to a total of 3840 simulated showers. The showers
were produced with a parallelized CORSIKA version [26] on a clus-
ter of 24 nodes. Access to this library may be obtained through
the authors.

As a reference set, averaged distributions at the shower maxima
of 20 vertical air showers initiated by 1018 eV protons are used. This
set is compared to averaged distributions of other parameters, only
one of which is changed at a time. If not explicitly stated, all distri-
butions in this work refer to the sum of electrons and positrons. In

particular, when the term ‘particles’ is used, the sum of electrons
and positrons is meant.

3. Longitudinal description

There are several ways to describe the longitudinal evolution of
an air shower.

Slant depth X measures the amount of matter an air shower has
traversed in the atmosphere, in g/cm2.

Relative evolution stage is defined here in terms of the depth rel-
ative to the slant depth Xmax, where the number of particles in the
air shower reaches its maximum

t " X # Xmax

X0
; ð1Þ

with X0 ’ 36:7g=cm2 being the radiation length of electrons in air.
Because the shower maximum always lies at t ¼ 0, describing mul-
tiple showers in terms of this quantity rather than X is expected to
lead to a higher degree of universality.

Shower age is defined here so that s ¼ 0 at the top of the atmo-
sphere, s ¼ 1 at the shower maximum, and s ¼ 3 at infinite depth

s " 3X
X þ 2Xmax

¼ t þ Xmax=X0

t=3þ Xmax=X0
: ð2Þ

The concept of shower age arises naturally from cascade theory in
purely electromagnetic showers [3,27]. For example, the electron
energy distribution is a function of shower age. Eq. (2) is, however,
only a simple, frequently used phenomenological approximation to
the shower age parameter defined in cascade theory. It has the
advantage that it can also be applied to showers with a significant
hadronic component. Alternatively, shower age could be defined
phenomenologically such that s ¼ 0 corresponds to the depth of
the first interaction. Since there is no practical way of observing
the depth of the first interaction in air shower measurements this
variant is not considered in our analysis.

To determine which description yields the highest degree of
universality, electron energy distributions of a sample of 180
showers of various primary energies and initiated by different
primaries were compared. Statistical deviations from the average
distribution were obtained at fixed relative evolution stages t and
at each individual shower’s corresponding value of X and s accord-
ing to (1) and (2).

As an example of this comparison we show in Fig. 1 the statis-
tical deviation from the mean energy distribution at each level.
Plots are drawn as a function of t and their corresponding values
in X and s. For descriptions in t and s, universality is highest near
the shower maximum, because at that point all showers are at
the same evolutionary stage by definition. This does not apply to
the description in slant depth, where the shower maxima are not
lined up. In this case, the relatively fast evolution for younger
showers is reflected in falling deviations with depth. When the
deviation is plotted for other physical quantities such as momen-
tum angle or lateral distance, all curves behave in a similar manner
as in Fig. 1.

Showers described in terms of X are less universal than those
described in s or t, and slant depth is therefore rejected as param-
eter of choice. Between the two remaining descriptions, the differ-
ence is much smaller. Universality is slightly better for descriptions
in evolution stage t for t > #8, though the difference is insignifi-
cant. For very young showers s is a better description, but this stage
is not of interest observationally because the number of particles is
so small. Comparing longitudinal shower size profiles, if showers
are compared at the same evolution stage t, better universality is
found than when shower age s is used [28]. Therefore, we describe
electron and positron distributions in terms of relative evolution
stage t in this work.
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define

Nðt;lÞ # @NðtÞ
@l and nðt;lÞ # 1

NðtÞ
@NðtÞ
@l ð3Þ

as, respectively, the total and the normalized differential number of
particles with respect to some variable l. Likewise, distributions as
a function of two variables l and m are defined as

Nðt;l; mÞ # @2NðtÞ
@l@m and nðt;l; mÞ # 1

Nðt;lÞ
@2NðtÞ
@l@m ð4Þ

with dimension ½lm%&1 and ½m%&1, respectively. Note that the defini-
tion of nðt;l; mÞ implies that the distribution is normalized by inte-
grating only over the last variable:
Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ

making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
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range is the same in each plot.
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for an air shower, if the values of Xmax and Nmax are given. One
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directly from shower profile measurements or through one of the
many parameterizations available [29–32].
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From cascade theory, the energy spectrum of electrons and pos-
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derived by Rossi and Greisen [3]; a thorough previous study of this
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nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ
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and mmax are the minimum and maximum values up to which the
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The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
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ing this description in terms of t, we replace the equation by
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where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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Using (6), a similar level of universality of the energy distribu-
tion of electrons and positrons is reached as previously obtained
with a description in s [10]. This basic observation is an important
one, as it allows us to study other physical quantities in depen-
dence of the electron energy in the remainder of this work.

5. Angular spectrum

The angular distribution of particles is an important factor for
observations with Cherenkov and radio telescopes. For successful
radio detection an antenna needs to be placed close to the shower
impact position, because geosynchrotron radiation is beamed in a
very narrow cone in the direction of propagation [33]. As far as
the particle distributions are concerned, the size of the patch that
is illuminated on the ground then depends on the lateral distribu-
tion of the particles (cf. Section 7) and the angle with respect to the
shower axis at which they propagate. Likewise, for Cherenkov
observations the angle at which photons are emitted is a convolu-
tion of the density-dependent Cherenkov angle, which is of the or-
der of ! 1", and the angular distribution of the particles that emit
them.

Fig. 3 shows the angular distribution of particles as simulated in
20 individual vertical proton showers at 1018 eV as a function of h.
To compensate for the increase in solid angle with rising h, the dis-
tribution of vertical momentum angles plotted here is defined in
terms of X as

nðt; ln !;XÞ ¼ nðt; ln !; hÞ
sin h

: ð7Þ

Since the majority of all electrons and positrons stays close to the
shower axis, we focus on this part of the distribution. We will
ignore the more horizontal part further away from the axis that
can be seen at the right end of the curve for 1GeV in Fig. 3. When
h is plotted on a logarithmic scale, it becomes clear that there is a
plateau close to the shower axis at all energies and a sharp drop
at a certain angle that depends on secondary energy.

Fig. 4 extends the angular distributions to different shower
stages. The differences in the distributions are clearly smaller than
the differences between individual showers, as noted earlier
[10,6,7]. The differential electron distribution with regard to the
direction of the particle’s momentum is therefore independent of
shower stage. In addition, no perceptible dependence on incidence

zenith angle or primary energy was found. When looking at differ-
ent primary species, universality seems somewhat less convincing:
spectra for heavier primary species tend to be wider at higher elec-
tron energies. The effect is too small, however, to be of conse-
quence in our analysis.

The universality with respect to t allows us to parameterize this
distribution as a function of two physical quantities only: momen-
tum angle and energy. We propose the form

nðt; ln !;XÞ ¼ C0 eb1ha1
! "&1=r þ eb2ha2

! "&1=rh i&r
; ð8Þ

to describe the distribution. Values for ai and bi, which envelop the
dependence on !, are chosen such that the first term describes the
flatter portion of the angular distribution parallel to the shower axis
and the second represents the steep drop. The value of r determines
the smoothness of the transition from the flat region to the steep re-
gion. Best fit values for r; bi, and ai are given in Appendix A.2. The
dependence of these parameters on the secondary energy ! was
determined purely empirically. For several energies, the parameter-
ized forms are plotted along with their associated simulated distri-

Fig. 3. Electron distributions nðt ¼ 0; ln !;XÞ at different electron energies as a
function of momentum angle to the shower axis for 20 individual showers initiated
by 1018 eV protons. 0! is along the primary’s trajectory, 90! is perpendicular to the
shower axis.

Fig. 4. Normalized average distributions nðt; ln !;XÞ for different shower stages,
averaged over 20 proton-initiated showers at 1018 eV.

Fig. 5. Normalized average electron distributions nðt ¼ 0; ln !;XÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (8) are also drawn (dashed).
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Fig. 3. Electron distributions nðt ¼ 0; ln !;XÞ at different electron energies as a
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define
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making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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Using (6), a similar level of universality of the energy distribu-
tion of electrons and positrons is reached as previously obtained
with a description in s [10]. This basic observation is an important
one, as it allows us to study other physical quantities in depen-
dence of the electron energy in the remainder of this work.

5. Angular spectrum

The angular distribution of particles is an important factor for
observations with Cherenkov and radio telescopes. For successful
radio detection an antenna needs to be placed close to the shower
impact position, because geosynchrotron radiation is beamed in a
very narrow cone in the direction of propagation [33]. As far as
the particle distributions are concerned, the size of the patch that
is illuminated on the ground then depends on the lateral distribu-
tion of the particles (cf. Section 7) and the angle with respect to the
shower axis at which they propagate. Likewise, for Cherenkov
observations the angle at which photons are emitted is a convolu-
tion of the density-dependent Cherenkov angle, which is of the or-
der of ! 1", and the angular distribution of the particles that emit
them.

Fig. 3 shows the angular distribution of particles as simulated in
20 individual vertical proton showers at 1018 eV as a function of h.
To compensate for the increase in solid angle with rising h, the dis-
tribution of vertical momentum angles plotted here is defined in
terms of X as

nðt; ln !;XÞ ¼ nðt; ln !; hÞ
sin h

: ð7Þ

Since the majority of all electrons and positrons stays close to the
shower axis, we focus on this part of the distribution. We will
ignore the more horizontal part further away from the axis that
can be seen at the right end of the curve for 1GeV in Fig. 3. When
h is plotted on a logarithmic scale, it becomes clear that there is a
plateau close to the shower axis at all energies and a sharp drop
at a certain angle that depends on secondary energy.

Fig. 4 extends the angular distributions to different shower
stages. The differences in the distributions are clearly smaller than
the differences between individual showers, as noted earlier
[10,6,7]. The differential electron distribution with regard to the
direction of the particle’s momentum is therefore independent of
shower stage. In addition, no perceptible dependence on incidence

zenith angle or primary energy was found. When looking at differ-
ent primary species, universality seems somewhat less convincing:
spectra for heavier primary species tend to be wider at higher elec-
tron energies. The effect is too small, however, to be of conse-
quence in our analysis.

The universality with respect to t allows us to parameterize this
distribution as a function of two physical quantities only: momen-
tum angle and energy. We propose the form

nðt; ln !;XÞ ¼ C0 eb1ha1
! "&1=r þ eb2ha2

! "&1=rh i&r
; ð8Þ

to describe the distribution. Values for ai and bi, which envelop the
dependence on !, are chosen such that the first term describes the
flatter portion of the angular distribution parallel to the shower axis
and the second represents the steep drop. The value of r determines
the smoothness of the transition from the flat region to the steep re-
gion. Best fit values for r; bi, and ai are given in Appendix A.2. The
dependence of these parameters on the secondary energy ! was
determined purely empirically. For several energies, the parameter-
ized forms are plotted along with their associated simulated distri-

Fig. 3. Electron distributions nðt ¼ 0; ln !;XÞ at different electron energies as a
function of momentum angle to the shower axis for 20 individual showers initiated
by 1018 eV protons. 0! is along the primary’s trajectory, 90! is perpendicular to the
shower axis.

Fig. 4. Normalized average distributions nðt; ln !;XÞ for different shower stages,
averaged over 20 proton-initiated showers at 1018 eV.

Fig. 5. Normalized average electron distributions nðt ¼ 0; ln !;XÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (8) are also drawn (dashed).
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Using (6), a similar level of universality of the energy distribu-
tion of electrons and positrons is reached as previously obtained
with a description in s [10]. This basic observation is an important
one, as it allows us to study other physical quantities in depen-
dence of the electron energy in the remainder of this work.

5. Angular spectrum

The angular distribution of particles is an important factor for
observations with Cherenkov and radio telescopes. For successful
radio detection an antenna needs to be placed close to the shower
impact position, because geosynchrotron radiation is beamed in a
very narrow cone in the direction of propagation [33]. As far as
the particle distributions are concerned, the size of the patch that
is illuminated on the ground then depends on the lateral distribu-
tion of the particles (cf. Section 7) and the angle with respect to the
shower axis at which they propagate. Likewise, for Cherenkov
observations the angle at which photons are emitted is a convolu-
tion of the density-dependent Cherenkov angle, which is of the or-
der of ! 1", and the angular distribution of the particles that emit
them.

Fig. 3 shows the angular distribution of particles as simulated in
20 individual vertical proton showers at 1018 eV as a function of h.
To compensate for the increase in solid angle with rising h, the dis-
tribution of vertical momentum angles plotted here is defined in
terms of X as

nðt; ln !;XÞ ¼ nðt; ln !; hÞ
sin h

: ð7Þ

Since the majority of all electrons and positrons stays close to the
shower axis, we focus on this part of the distribution. We will
ignore the more horizontal part further away from the axis that
can be seen at the right end of the curve for 1GeV in Fig. 3. When
h is plotted on a logarithmic scale, it becomes clear that there is a
plateau close to the shower axis at all energies and a sharp drop
at a certain angle that depends on secondary energy.

Fig. 4 extends the angular distributions to different shower
stages. The differences in the distributions are clearly smaller than
the differences between individual showers, as noted earlier
[10,6,7]. The differential electron distribution with regard to the
direction of the particle’s momentum is therefore independent of
shower stage. In addition, no perceptible dependence on incidence

zenith angle or primary energy was found. When looking at differ-
ent primary species, universality seems somewhat less convincing:
spectra for heavier primary species tend to be wider at higher elec-
tron energies. The effect is too small, however, to be of conse-
quence in our analysis.

The universality with respect to t allows us to parameterize this
distribution as a function of two physical quantities only: momen-
tum angle and energy. We propose the form

nðt; ln !;XÞ ¼ C0 eb1ha1
! "&1=r þ eb2ha2

! "&1=rh i&r
; ð8Þ

to describe the distribution. Values for ai and bi, which envelop the
dependence on !, are chosen such that the first term describes the
flatter portion of the angular distribution parallel to the shower axis
and the second represents the steep drop. The value of r determines
the smoothness of the transition from the flat region to the steep re-
gion. Best fit values for r; bi, and ai are given in Appendix A.2. The
dependence of these parameters on the secondary energy ! was
determined purely empirically. For several energies, the parameter-
ized forms are plotted along with their associated simulated distri-

Fig. 3. Electron distributions nðt ¼ 0; ln !;XÞ at different electron energies as a
function of momentum angle to the shower axis for 20 individual showers initiated
by 1018 eV protons. 0! is along the primary’s trajectory, 90! is perpendicular to the
shower axis.

Fig. 4. Normalized average distributions nðt; ln !;XÞ for different shower stages,
averaged over 20 proton-initiated showers at 1018 eV.

Fig. 5. Normalized average electron distributions nðt ¼ 0; ln !;XÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (8) are also drawn (dashed).
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define

Nðt;lÞ # @NðtÞ
@l and nðt;lÞ # 1

NðtÞ
@NðtÞ
@l ð3Þ

as, respectively, the total and the normalized differential number of
particles with respect to some variable l. Likewise, distributions as
a function of two variables l and m are defined as

Nðt;l; mÞ # @2NðtÞ
@l@m and nðt;l; mÞ # 1

Nðt;lÞ
@2NðtÞ
@l@m ð4Þ

with dimension ½lm%&1 and ½m%&1, respectively. Note that the defini-
tion of nðt;l; mÞ implies that the distribution is normalized by inte-
grating only over the last variable:
Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ

making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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butions in Fig. 5, showing good correspondence between the two.
The parameterization provides a good description of the simulated
distribution for the energy region 1MeV < ! < 10GeV and h < 60!.

We now define the cutoff angle hc as one half of the angle at
which eb1ha1 ¼ eb2ha2 :

hcð!Þ ¼
1
2
exp % b1 % b2

a1 % a2

! "
: ð9Þ

For high energies, where the momentum angle is smaller than
90! for the majority of particles, hc is a measure for the root mean
square value hrms of the particle momentum angles. This is outlined
in Fig. 6, in which hc is plotted as a function of energy. Theoretical
root mean square scattering angles according to Rossi and Greisen
[3] in high and low secondary energy limits are also drawn, as well
as empirical models as parameterized in Hillas [5] and Giller et al.
[6]. At high energies, the theoretical average scattering angle is ex-
pected / !%1, while at low energies it is / !%1=2. This behaviour is
reproduced properly for the cutoff angle. For low secondary ener-
gies ð!K3MeVÞ, the definition of a cutoff or root mean square an-
gle becomes inapplicable as the angular distribution widens,
covering all angles. For ! > 2MeV, no appreciable difference was
found between the angular distributions of positrons on the one
hand and electrons on the other.

Because our histograms do not have any sensitivity in the azi-
muthal direction by design, no dependence on the geomagnetic
field could be determined. Previous work has shown that the effect
on the angular distribution is probably small, but not negligible
[5,34]. Because the accuracy of simulations has rather improved
since these studies were carried out, it would be worthwhile to
investigate the effect of the geomagnetic field in greater detail.

6. Outward momentum distribution

Let us define / as the angle of a particle momentum vector pro-
jected in the plane perpendicular to the shower axis with respect
to the outward direction, such that / ¼ 0! for a particle moving
away from the shower axis, and / ¼ 180! for a particle moving to-
wards it. We will refer to this angle as the horizontal momentum
angle. The effect of fluctuations in the horizontal angular distribu-
tion is generally much less important than those in the vertical
angular spectrum. In fact, the distribution of the / angle of the par-
ticles does not have any influence on the observed signal when the
distance from the observer to the shower is much larger than the
average distance from the shower particles to the shower axis, as

is the case in air fluorescence observations. This is because the
cylindrical symmetries of the momentum angles and the shower
geometry cancel out independently of the shape of the distribu-
tion. Geosynchrotron radiation, however, will only produce a sig-
nificant signal reasonably close to the shower axis, because the
shower front is thicker in length further away (cf. Section 9), break-
ing down coherence. Therefore, the horizontal momentum angle
spectrum has to be taken into account for radio measurements.

Simulated distributions nðt; ln !;/Þ at t ¼ 0 are plotted in Fig. 7
for the reference set. We observe that high-energy particles tend to
move outward more than lower-energy particles. This can be ex-
plained by considering the collisions in which high-energy elec-
trons and positrons are created, as they primarily occur close to
the shower axis. Hence reaction products are transported away
from the shower core due to their transverse momenta. Electrons
and positrons with lower energies, on the other hand, are also cre-
ated further away from the shower core.

No significant dependencies on incident zenith angle, primary
energy, and primary species were found, so the horizontal momen-
tum angular spectra are universal. Additionally, the shape of the
distribution does not change significantly for ! > 2MeV when only
electrons or only positrons are considered. There is some depen-
dence in terms of t, however the distribution appears to soften
with evolution stage. This effect can be explained from the expand-
ing spatial structure of the shower with age.

The distribution of nðt;/Þ is very nearly exponential for elec-
trons and positrons with energies over 10GeV, while it has a slight
bulge around the outward direction at lower energies. To describe
the distribution, we use the parameterization

nðt; ln !;/Þ ¼ C1½1þ expðk0 % k1/% k2/
2Þ(; ð10Þ

a form which accurately reproduces the distribution. The resulting
parameter values k0ðt; !Þ; k1ð!Þ, and k2ð!Þ are explained in Appendix
A.3. The reference set, drawn together with its corresponding
parameterization in Fig. 8, shows a high level of agreement. For
other shower parameters and stages, there is a similar degree of
consistency.

7. Lateral distribution

The lateral spread of particles in an air shower is of direct rele-
vance since it is the primary means of obtaining information about

Fig. 6. Cutoff angle hc according to (9) for the angular distribution as a function of
secondary energy (solid line). Also shown are theoretical predictions for hrms from
Rossi and Greisen [3] (dashed) as well as empirical relations from Hillas [5] (dash-
dotted) and Giller et al. [6] (dotted). Fig. 7. Normalized simulated horizontal angular electron distributions for 20

individual showers initiated by 1018 eV protons at different energies. Consecutive
curve sets are shifted up by 0.005 to distinguish them better; curves for 1MeV are at
the actual level.
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define

Nðt;lÞ # @NðtÞ
@l and nðt;lÞ # 1

NðtÞ
@NðtÞ
@l ð3Þ

as, respectively, the total and the normalized differential number of
particles with respect to some variable l. Likewise, distributions as
a function of two variables l and m are defined as

Nðt;l; mÞ # @2NðtÞ
@l@m and nðt;l; mÞ # 1

Nðt;lÞ
@2NðtÞ
@l@m ð4Þ

with dimension ½lm%&1 and ½m%&1, respectively. Note that the defini-
tion of nðt;l; mÞ implies that the distribution is normalized by inte-
grating only over the last variable:
Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ

making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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the shower in ground-based scintillator experiments measuring
particle densities at different lateral distances. By integrating the
measured distribution or using the particle density at a given dis-
tance, an estimate for the primary energy can be made. Exact
knowledge of the lateral distribution shape is therefore crucial to
accurately determine the shape of the cosmic-ray energy
spectrum.

When looking at the lateral distribution of electron and posi-
trons in terms of the lateral distance r from the shower axis, a very
poor level of universality is encountered. This is mainly due to dif-
ferences in atmospheric density at the individual values of Xmax.
We can compensate for these differences by expressing the lateral
distance in terms of the Moliére unit rM, defining [35]

x ! r
rM

’ rqAðhÞ
9:6g=cm2 ; ð11Þ

where qAðhÞ is the atmospheric density as a function of height h. For
different values of !, the normalized lateral particle distribution at
t ¼ 0 is shown in Fig. 9 as a function of distance for 20 individual
proton showers. In this figure, all curves line up as the compensa-
tion for density is applied. Note that the physical density Nðt; rÞ, ex-
pressed in particles per unit area, is proportional to Nðt; ln xÞ=x2:

Nðt; ln xÞ ¼ @NðtÞ
@ ln x

¼ 2px2r2M
_NðtÞ

2pr dr
; ð12Þ

and decreases strictly with distance from the shower axis. As ex-
pected, particles with higher energies tend to remain closer to the
shower axis. This agrees with the observation that the angle of their
momentum to the shower axis is smaller.

There is no statistically relevant dependence of the lateral dis-
tribution on zenith angle of incidence, nor does it change when
electrons or positrons are considered separately, except at energies
! < 10MeV. There is, however, a significant effect with shower
stage as shown in Fig. 10: older showers tend to be wider at the
same secondary energy. Therefore, unlike in the case of angular
distributions, in any parameterization of the lateral distribution a
dependence on t must be incorporated. There is also a minor effect
of the energy of the primary on the distribution, but this is only
appreciable for secondary energies of ! > 1GeV.

From Figs. 9–11 it is observed that each curve is a combination
of two separate contributions. The left peak, the shape of which
does not depend significantly on primary energy or species, is pro-
duced through the main electromagnetic formation channel of cas-
cading steps of bremsstrahlung and pair creation. The second bulge
shows a high level of dependence on primary species, as shown in
Fig. 11. It tends to be less prominent for photon primaries, as for
these species there is no significant contribution from the pion pro-
duction channel. For hadronic primaries it is more significant,
especially at higher secondary energies of ! > 100MeV. The magni-
tude of the variation between different species does not change
with t, but its lateral position does slightly. The variations in
strength of the second bulge for different primaries can be traced
back to the contribution initiated by the decay channel
p% ! l% þ ml. This is shown in Fig. 12, comparing a set of unal-
tered 1017 eV photon-initiated showers, which have no significant
pion content, to a set of proton showers at the same energy in
which the p% creation channel was disabled. Differences between
their lateral distributions are smaller than statistical deviations.

Fig. 10. Average distributions nðt; ln !; ln xÞ for different shower stages, averaged
over 20 proton-initiated showers at 1018 eV, clearly showing dependence on t.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 8. Normalized average electron distributions nðt ¼ 0; ln !;/Þ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (10) are also drawn (dashed).

Fig. 9. Electron distributions nðt ¼ 0; ln !; ln xÞ for different electron energies as a
function of distance to the shower axis for 20 individual showers initiated by
1018 eV protons. The curve set for 1GeV is at the actual level; consecutive sets are
shifted up by a factor of 10.
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define

Nðt;lÞ # @NðtÞ
@l and nðt;lÞ # 1

NðtÞ
@NðtÞ
@l ð3Þ

as, respectively, the total and the normalized differential number of
particles with respect to some variable l. Likewise, distributions as
a function of two variables l and m are defined as

Nðt;l; mÞ # @2NðtÞ
@l@m and nðt;l; mÞ # 1

Nðt;lÞ
@2NðtÞ
@l@m ð4Þ

with dimension ½lm%&1 and ½m%&1, respectively. Note that the defini-
tion of nðt;l; mÞ implies that the distribution is normalized by inte-
grating only over the last variable:
Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ

making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.
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This observation raises the question whether one could use this
difference in lateral distribution to differentiate between primaries
on an individual shower basis by their lateral distribution, inde-
pendently of measurements of primary energy or depth of shower
maximum. This would be a difficult task. First of all, appreciable
difference in density only occurs at high energies and at some dis-
tance, implying that the total electron density in the region of sen-
sitivity would be very small. Additionally, the effect does not
appear at the same distance for different electron energies. This
makes the feature less pronounced when an integrated energy
spectrum is measured.

Traditionally, the integral lateral electron distribution is de-
scribed by an approximation of the analytical calculation of the lat-
eral distribution in electromagnetic cascades, the Nishimura–
Kamata–Greisen (NKG) function [36,37]. The integral lateral distri-
bution for our simulated set of showers nðt; ln xÞ / x2qnkg is repro-
duced well by a parameterization of this form, provided that we
allow the parameters to be varied somewhat. Let us define

nðt; ln xÞ ¼ C2xf0 ðx1 þ xÞf1 ð13Þ

as parameterization. In the original definition, described in terms of
shower age s, we have f0 ¼ s; f1 ¼ s% 4:5, and x1 ¼ 1. Our simulated
lateral spectra closely follow the values f0 ¼ 0:0238t þ 1:069; f1 ¼
0:0238t % 2:918, and x1 ¼ 0:430 to an excellent level for 10%3 <
x < 10.

To reproduce the main bulge in the energy-dependent lateral
electron distributions, we propose a slightly different function.
The second bulge will be ignored here since it is much lower than
the primary bulge, and its relative height depends heavily on pri-
mary species as mentioned earlier. The proposed parameterization
is the same as (13):

nðt; ln !; ln xÞ ¼ C 0
2x

f00 ðx01 þ xÞf
0
1 ; ð14Þ

mimicking the behaviour of the NKG function, but now also varying
the parameters with !. Appendix A.4 explains the values of x0i and f0i.
As an example of the fit, Fig. 13 compares the parameterization to
the average distribution for proton showers at their maximum.
The proposed parameters adequately reproduce the main bulge of
the lateral distribution in the energy range of 1MeV < ! < 1GeV
for distances x > 2 & %3 and evolution stages %6 < t < 9.

Neglecting the second bulge results in a slightly overestimated
overall value for the normalization. The disregarded tail only con-
stitutes a minor fraction of the total number of particles, however,
especially at high energies. This fact becomes even more evident if
one considers that the actual distribution is obtained by dividing
by x2.

The position of the break xc, the distance of the highest peak in
the distribution, is plotted in Fig. 14 for various shower stages for
20 averaged showers. The theoretical break distance from the ori-
ginal Nishimura–Kamata–Greisen distribution at the shower max-
imum, which is an integral distribution over all electron energies,
is also plotted as a horizontal line. At lower energies, the two are
in good agreement as expected.

8. Delay time distribution

For radio geosynchrotron measurements the arrival time of
charged particles is a vital quantity, because it determines the
thickness of the layer of particles that form the air shower. This

Fig. 11. Average distributions nðt ¼ 0; ln !; ln xÞ for different primaries, averaged
over 20 showers at 1018 eV. Again, consecutive sets are shifted up by a factor of 10.
Note the dependence on species of the bulge on the right.

Fig. 12. Comparison of average distributions nðt ¼ 0; ln !; ln xÞ at 1017 eV for 20
standard photon showers to 20 proton showers in which p' decay was disabled.
Again, consecutive sets are shifted up by a factor of 10.

Fig. 13. Normalized average electron distributions nðt ¼ 0; ln !; ln xÞ (solid) for 20
proton showers at 1018 eV with 3r statistical error margins (filled area). For each
energy, corresponding parameterizations according to (14) are also drawn (dashed).
Consecutive sets are again shifted up by a factor of 10.
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The total number of particles in the air shower crossing a plane
at level t perpendicular to the primary’s trajectory isN(t). We define

Nðt;lÞ # @NðtÞ
@l and nðt;lÞ # 1

NðtÞ
@NðtÞ
@l ð3Þ

as, respectively, the total and the normalized differential number of
particles with respect to some variable l. Likewise, distributions as
a function of two variables l and m are defined as

Nðt;l; mÞ # @2NðtÞ
@l@m and nðt;l; mÞ # 1

Nðt;lÞ
@2NðtÞ
@l@m ð4Þ

with dimension ½lm%&1 and ½m%&1, respectively. Note that the defini-
tion of nðt;l; mÞ implies that the distribution is normalized by inte-
grating only over the last variable:
Z mmax

mmin

nðt;l; mÞdm ¼ 1; ð5Þ

making the normalization independent of l. In this expression, mmin

and mmax are the minimum and maximum values up to which the
histograms are calculated.

The distributions nðt;l; mÞ presented in the following sections
may be used to obtain realistic energy-dependent particle densities
for an air shower, if the values of Xmax and Nmax are given. One
needs only to calculate the total number of particles N(t) at the de-
sired shower evolution stage. An estimate of N(t) can be obtained
directly from shower profile measurements or through one of the
many parameterizations available [29–32].

4. Energy spectrum

From cascade theory, the energy spectrum of electrons and pos-
itrons as a function of shower age takes an analytical form as

derived by Rossi and Greisen [3]; a thorough previous study of this
parameterization was done by Nerling et al. [10]. Loosely translat-
ing this description in terms of t, we replace the equation by

nðt; ln !Þ ¼ A0!c1
ð!þ !1Þc1 ð!þ !2Þc2

; ð6Þ

where ! is the energy of a given secondary particle in the shower,
and !1;2 depend on t. We have performed a fit to this function for
electrons, positrons and their sum, indirectly providing a descrip-
tion of the negative charge excess of extensive air showers as a
function of evolution stage and secondary energy. In these fits the
exponent c1 was fixed at c1 ¼ 2 for positrons and c1 ¼ 1 for both
electrons and the total number of particles. The parameters for all
three cases are explained in Appendix A.1.

When applied to CORSIKA showers initiated by different species at
different energies, the energy distribution (6) is reconstructed
accurately. This is shown in Fig. 2, where the simulated energy dis-
tributions are compared to their parameterizations for evolution
stages t ¼ &6;0;6. For shower stages &6 < t < 9, in the energy re-
gion 1MeV < ! < 1GeV, which is most relevant for observation of
geosynchrotron or Cherenkov radiation, deviations are generally
smaller than 10% and never exceed 25% for all three parameteriza-
tions. For very young showers (Fig. 2, top panel), increasing devia-
tions are mainly caused by variations in primary energy, not by
primary species type. Therefore, it highlights a diminished accu-
racy to universally describe showers at t < &6 rather than hadronic
model-dependence.

Fig. 1. Average statistical deviation from the average energy distribution for 180 air
showers of different energy and primary species, averaged in slant depth (top),
relative evolution stage (middle), and age (bottom). On average, the longitudinal
range is the same in each plot.

Fig. 2. Average energy distribution for different evolution stages t ¼ &6;0;6 for
electrons (marked e&), positrons ðeþÞ, and their sum ðe)Þ. Background curves
represent simulated distributions for different primaries (p, Fe, and c) and energies
ð1017;1018 and 1019 eVÞ. The corresponding parameterized distributions from (6)
are plotted on top (dashed).
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J. J. Beatty,8 B. R. Becker,30 K.H. Becker,31 A. Bellétoile,32 J. A. Bellido,25 S. BenZvi,33 C. Berat,21 X. Bertou,6

P. L. Biermann,34 P. Billoir,19 F. Blanco,18 M. Blanco,35 C. Bleve,31 H. Blümer,20,29 M. Boháčová,36 D. Boncioli,37
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!! ¼ 55:8" 2:3ðstatÞ " 1:6ðsystÞ% g=cm2; (1)

with the average energy of these events being
1018:24"0:005ðstatÞ eV. The differential energy distribution
for these events follows a power law with index &1:9.
The average energy corresponds to a center-of-mass
energy of

ffiffiffi
s

p ¼ 57" 0:3ðstatÞ TeV in proton-proton
collisions.

Determination of the cross section.—The determination
of the proton-air cross section for particle production
requires the use of air-shower simulations, which inher-
ently introduces some dependence on model assumptions.
We emulate the measurement of !! with Monte Carlo
simulations to derive predictions of the slope, !MC

! . It is
known from previous work that the values of !MC

! are
directly linked to the hadronic cross sections used in the
simulations [2]. Accordingly we can explore the effect
of changing cross sections empirically by multiplying all
hadronic cross sections input to the simulations by an
energy-dependent factor [7]

fðE; f19Þ ¼ 1þ ðf19 & 1Þ lgðE=1015 eVÞ
lgð1019 eV=1015 eVÞ ; (2)

where E denotes the shower energy and f19 is the factor
by which the cross section is rescaled at 1019 eV. This
factor is unity below 1015 eV, reflecting the fact that
measurements of the cross section at the Tevatron were
used to tune the interaction models. This technique of
modifying the original predictions of the cross sections
during the simulation process assures a smooth transition
from accelerator data up to the energies of our analysis.

For each hadronic interaction model, the value of f19 is
obtained that reproduces the measured value of !!. The
modified cross section is then deduced by multiplying
the original cross section used in the model by the factor
fðE; f19Þ of Eq. (2) using E ¼ 1018:24 eV. For the conver-
sion of !! into cross section, we have used the four

high-energy hadronic interaction models commonly
adopted for air-shower simulations: QGSJET01 [8],
QGSJETII.3 [9], SIBYLL 2.1 [10], and EPOS1.99 [11]. While
in general no model gives a completely accurate represen-
tation of cosmic-ray data in all respects, these have been
found to give reasonably good descriptions of many of the
main features. It has been shown [12] that the differences
between the models used in the analysis are typically big-
ger than the variations obtained within one model by
parameter variation. Therefore we use the model differ-
ences for estimating the systematic model dependence.
The proton-air cross sections for particle production

derived for QGSJET01, QGSJETII, SIBYLL, and EPOS are
523.7, 502.9, 496.7, and 497.7 mb, respectively, with the
statistical uncertainty for each of these values being 22 mb.
The difference of these cross sections from the original
model predictions are <5%, with the exception of the
result obtained with the SIBYLL model, which is 12%
smaller than the original SIBYLL prediction. We use the
maximum deviations derived from using the four models,
relative to the average result of 505 mb, to estimate a
systematic uncertainty of ð& 8;þ19Þ mb related to the
difficulties of modeling high-energy interactions. This pro-
cedure relies on the coverage of the underlying theoretical
uncertainties by the available models. For example, dif-
fraction, fragmentation, inelastic intermediate states, nu-
clear effects, QCD saturation, etc., are all described at
different levels using different phenomenological, but
self-consistent, approaches in these models. It is thus pos-
sible that the true range of the uncertainty for air-shower
analyses is larger, but this cannot be estimated with these
models. Furthermore, certain features of hadronic particle
production, such as the multiplicity, elasticity, and pion-
charge ratio, have an especially important impact on
air-shower development [13,14]; of these we found that
only the elasticity can have a relevant impact on !!.

The identified systematic uncertainty of ð& 8;þ19Þ mb
induced by the modeling of hadronic interactions corre-
sponds to the impact of modifying the elasticity within
"ð10–25Þ% in the models.
The selection of events with large values of Xmax also

enhances the fraction of primary cosmic-ray interactions
with smaller multiplicities and larger elasticities, which is,
for example, characteristic for diffractive interactions.
The value of !! is thus more sensitive to the cross section

of those interactions. The identified model dependence for

the determination of "prod
p-air is also caused by the compen-

sation of this effect.
Also the choice of a logarithmic energy dependence for

the rescaling factor in Eq. (2) may affect the resulting cross
sections. However, since the required rescaling factors are
small, this can only be a marginal effect.
The systematic uncertainty of 22% [15] in the absolute

value of the energy scale leads to systematic uncertainties
of 7 mb in the cross section and 6 TeV in the center-of-mass
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FIG. 1 (color online). Unbinned likelihood fit to obtain !!

(thick line). The Xmax distribution is unbiased by the fiducial
geometry selection applied in the range of the fit.
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for these events follows a power law with index &1:9.
The average energy corresponds to a center-of-mass
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collisions.

Determination of the cross section.—The determination
of the proton-air cross section for particle production
requires the use of air-shower simulations, which inher-
ently introduces some dependence on model assumptions.
We emulate the measurement of !! with Monte Carlo
simulations to derive predictions of the slope, !MC

! . It is
known from previous work that the values of !MC

! are
directly linked to the hadronic cross sections used in the
simulations [2]. Accordingly we can explore the effect
of changing cross sections empirically by multiplying all
hadronic cross sections input to the simulations by an
energy-dependent factor [7]

fðE; f19Þ ¼ 1þ ðf19 & 1Þ lgðE=1015 eVÞ
lgð1019 eV=1015 eVÞ ; (2)

where E denotes the shower energy and f19 is the factor
by which the cross section is rescaled at 1019 eV. This
factor is unity below 1015 eV, reflecting the fact that
measurements of the cross section at the Tevatron were
used to tune the interaction models. This technique of
modifying the original predictions of the cross sections
during the simulation process assures a smooth transition
from accelerator data up to the energies of our analysis.

For each hadronic interaction model, the value of f19 is
obtained that reproduces the measured value of !!. The
modified cross section is then deduced by multiplying
the original cross section used in the model by the factor
fðE; f19Þ of Eq. (2) using E ¼ 1018:24 eV. For the conver-
sion of !! into cross section, we have used the four

high-energy hadronic interaction models commonly
adopted for air-shower simulations: QGSJET01 [8],
QGSJETII.3 [9], SIBYLL 2.1 [10], and EPOS1.99 [11]. While
in general no model gives a completely accurate represen-
tation of cosmic-ray data in all respects, these have been
found to give reasonably good descriptions of many of the
main features. It has been shown [12] that the differences
between the models used in the analysis are typically big-
ger than the variations obtained within one model by
parameter variation. Therefore we use the model differ-
ences for estimating the systematic model dependence.
The proton-air cross sections for particle production

derived for QGSJET01, QGSJETII, SIBYLL, and EPOS are
523.7, 502.9, 496.7, and 497.7 mb, respectively, with the
statistical uncertainty for each of these values being 22 mb.
The difference of these cross sections from the original
model predictions are <5%, with the exception of the
result obtained with the SIBYLL model, which is 12%
smaller than the original SIBYLL prediction. We use the
maximum deviations derived from using the four models,
relative to the average result of 505 mb, to estimate a
systematic uncertainty of ð& 8;þ19Þ mb related to the
difficulties of modeling high-energy interactions. This pro-
cedure relies on the coverage of the underlying theoretical
uncertainties by the available models. For example, dif-
fraction, fragmentation, inelastic intermediate states, nu-
clear effects, QCD saturation, etc., are all described at
different levels using different phenomenological, but
self-consistent, approaches in these models. It is thus pos-
sible that the true range of the uncertainty for air-shower
analyses is larger, but this cannot be estimated with these
models. Furthermore, certain features of hadronic particle
production, such as the multiplicity, elasticity, and pion-
charge ratio, have an especially important impact on
air-shower development [13,14]; of these we found that
only the elasticity can have a relevant impact on !!.

The identified systematic uncertainty of ð& 8;þ19Þ mb
induced by the modeling of hadronic interactions corre-
sponds to the impact of modifying the elasticity within
"ð10–25Þ% in the models.
The selection of events with large values of Xmax also

enhances the fraction of primary cosmic-ray interactions
with smaller multiplicities and larger elasticities, which is,
for example, characteristic for diffractive interactions.
The value of !! is thus more sensitive to the cross section

of those interactions. The identified model dependence for

the determination of "prod
p-air is also caused by the compen-

sation of this effect.
Also the choice of a logarithmic energy dependence for

the rescaling factor in Eq. (2) may affect the resulting cross
sections. However, since the required rescaling factors are
small, this can only be a marginal effect.
The systematic uncertainty of 22% [15] in the absolute

value of the energy scale leads to systematic uncertainties
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(thick line). The Xmax distribution is unbiased by the fiducial
geometry selection applied in the range of the fit.
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1018:24"0:005ðstatÞ eV. The differential energy distribution
for these events follows a power law with index &1:9.
The average energy corresponds to a center-of-mass
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p ¼ 57" 0:3ðstatÞ TeV in proton-proton
collisions.

Determination of the cross section.—The determination
of the proton-air cross section for particle production
requires the use of air-shower simulations, which inher-
ently introduces some dependence on model assumptions.
We emulate the measurement of !! with Monte Carlo
simulations to derive predictions of the slope, !MC

! . It is
known from previous work that the values of !MC

! are
directly linked to the hadronic cross sections used in the
simulations [2]. Accordingly we can explore the effect
of changing cross sections empirically by multiplying all
hadronic cross sections input to the simulations by an
energy-dependent factor [7]

fðE; f19Þ ¼ 1þ ðf19 & 1Þ lgðE=1015 eVÞ
lgð1019 eV=1015 eVÞ ; (2)

where E denotes the shower energy and f19 is the factor
by which the cross section is rescaled at 1019 eV. This
factor is unity below 1015 eV, reflecting the fact that
measurements of the cross section at the Tevatron were
used to tune the interaction models. This technique of
modifying the original predictions of the cross sections
during the simulation process assures a smooth transition
from accelerator data up to the energies of our analysis.

For each hadronic interaction model, the value of f19 is
obtained that reproduces the measured value of !!. The
modified cross section is then deduced by multiplying
the original cross section used in the model by the factor
fðE; f19Þ of Eq. (2) using E ¼ 1018:24 eV. For the conver-
sion of !! into cross section, we have used the four

high-energy hadronic interaction models commonly
adopted for air-shower simulations: QGSJET01 [8],
QGSJETII.3 [9], SIBYLL 2.1 [10], and EPOS1.99 [11]. While
in general no model gives a completely accurate represen-
tation of cosmic-ray data in all respects, these have been
found to give reasonably good descriptions of many of the
main features. It has been shown [12] that the differences
between the models used in the analysis are typically big-
ger than the variations obtained within one model by
parameter variation. Therefore we use the model differ-
ences for estimating the systematic model dependence.
The proton-air cross sections for particle production

derived for QGSJET01, QGSJETII, SIBYLL, and EPOS are
523.7, 502.9, 496.7, and 497.7 mb, respectively, with the
statistical uncertainty for each of these values being 22 mb.
The difference of these cross sections from the original
model predictions are <5%, with the exception of the
result obtained with the SIBYLL model, which is 12%
smaller than the original SIBYLL prediction. We use the
maximum deviations derived from using the four models,
relative to the average result of 505 mb, to estimate a
systematic uncertainty of ð& 8;þ19Þ mb related to the
difficulties of modeling high-energy interactions. This pro-
cedure relies on the coverage of the underlying theoretical
uncertainties by the available models. For example, dif-
fraction, fragmentation, inelastic intermediate states, nu-
clear effects, QCD saturation, etc., are all described at
different levels using different phenomenological, but
self-consistent, approaches in these models. It is thus pos-
sible that the true range of the uncertainty for air-shower
analyses is larger, but this cannot be estimated with these
models. Furthermore, certain features of hadronic particle
production, such as the multiplicity, elasticity, and pion-
charge ratio, have an especially important impact on
air-shower development [13,14]; of these we found that
only the elasticity can have a relevant impact on !!.

The identified systematic uncertainty of ð& 8;þ19Þ mb
induced by the modeling of hadronic interactions corre-
sponds to the impact of modifying the elasticity within
"ð10–25Þ% in the models.
The selection of events with large values of Xmax also

enhances the fraction of primary cosmic-ray interactions
with smaller multiplicities and larger elasticities, which is,
for example, characteristic for diffractive interactions.
The value of !! is thus more sensitive to the cross section
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the determination of "prod
p-air is also caused by the compen-

sation of this effect.
Also the choice of a logarithmic energy dependence for

the rescaling factor in Eq. (2) may affect the resulting cross
sections. However, since the required rescaling factors are
small, this can only be a marginal effect.
The systematic uncertainty of 22% [15] in the absolute
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of 7 mb in the cross section and 6 TeV in the center-of-mass
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light, contamination due to Cherenkov light, atmos-
pheric scattering, and other effects. We therefore
present results here for x, based on a variety of as-
sumptions for cr~ „,and using a rather detailed
Monte Carlo treatment of development of showers
initiated by protons and nucleons of nuclei. Frag-

mentation and pion production by nuclear projectiles
are treated as in Ref. 6. Momentum distributions 'of
secondaries produced in collisions of nucleons and
pions are obtained by simply scaling the measured
distributions from Js = 20—60 GeV to cosmic-ray
energies, as in Ref. 8.
Figure 1 shows distributions of x for two arbitrary

compositions, ' The region 600 ~x~ ~ 750 g/cm' is
particularly sensitive to abundance of heavy primaries
relative to protons, whereas the region x ~ 750
g/cm reflects primarily protons. We therefore ex-
pect that the tail of the x distribution may reflect
the proton cross section. Accordingly, we define an
effective attenuation of the maximum by fitting the
deep portion () 760 g/cm2) of the distribution to
exp( —x /A ). In the example shown here the in-
teraction lengths for protons and 0.'s are A~ „,—40
g/cm' and h. ,;,—35 g/cm2 (corresponding to
o~t~"—130 mb at Ws = 25 TeV)." If the proton cross
section is indeed this large, measuring it will be possi-
ble only if the concentration of o. primaries is not too
large (i.e., only if N (N~). '2 The extent to which
heavy primaries may interfere with determination of
X~ „-, is illustrated by noting that A is decreased by
13% for the heavier composition in Fig. 1 and by 7%
for the composition with 55'/o protons relative to the
case for pure protons. For p-air cross sections in the
range of 500 mb, a 10% uncertainty in A gives rise
to an approximately equal uncertainty in o~ „, (see
Fig. 2).
Even without the problem of heavy primaries,

measurement of x or x~~4 alone cannot determine an
arbitrarily large proton cross section because of in-
trinsic fluctuations in shower development. The
results of our calculations bear this out, as shown in
Fig. 2. Here we show A for proton showers only, as
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FIG. 1. (a) Distribution of depth of maximum for
showers of energy ~3 x 10 eV per nucleus for two composi-
tions: p: o. '. CNO+Mg: Fe =0.55:0.21:0.16:0.08, as at low
energy (L); and p: u. CNO+Mg: Fe =0.2:0.08:0.07:0.65,
denoted H. (b) and (c) show the components separately for
the low-energy and the heavy composition, respectively.

FIG. 2. A~ vs cr~.„,for proton showers chosen from a
power-law energy spectrum (differential index = 2) with
Eo & 3 x 10 eV, Error bars show statistical uncertainty
from the simulation result. Since the figure shows proton
showers only, it cannot be used for an accurate determina-
tion of o.. See text.
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We present calculations of the type that will be necessary for interpretation of large cosmic-ray
experiments that measure longitudinal profiles of individual showers. A primary goal of such
experiments is to determine both cross section and composition around 10 eV.

Study of longitudinal development of air showers
initiated by cosmic rays of ultrahigh energy has re-
cently become feasible through study of time struc-
ture of Cherenkov light from air showers, ' and in
the last few months by observations of scintillation
light from nitrogen fluorescence in the atmosphere
induced by traversal of large air showers. ' The last
technique will make it possible to study a large sam-
ple of events (—104) with energy around 10~ GeV in
the next several years. Individual shower profiles can
in principle be measured, in particular, the distribu-
tion of effective shower starting points, shower maxi-
ma, and shower demise for fixed total track length
(i.e., total deposited energy). In this paper, we dis-
cuss the capabilities and limitations of experiments
that measure shower profiles for determining the
asymptotic behavior of the proton-proton total cross
sections up to Ws —100 TeV.4 We also discuss the
sensitivity of these techniques to primary composition
of cosmic rays of about 10' eV. We conclude that it
will probably be possible to measure the proton cross
section at these energies if it is less than —120 mb
and to place a lower bound otherwise.
The use of air showers to determine cross section

and composition simultaneously has a long history. 5
Results have been limited by problems of fluctua-
tions (both intrinsic and instrumental) in the pres-
ence of a steep primary energy spectrum. Although
these problems are still present in the type of experi-
ment discussed here, the ability to measure longitudi-
nal profiles of individual showers is a substantial im-

provement over the situation in the classic air-shower
experiment in which the cascade is sampled at one
depth only.
If the actual shower starting points xo could be

measured, then the cross sections on air nuclei of the
different components in the incident cosmic-ray beam
and their relative weights could be unfolded directly
from the measured attenuation of the primary beam.
In any indirect experiment, however, xo cannot be
measured. Our task, therefore, is to find out to what
extent measurable distributions, such as depth of
quarter maximum (x~~4) or depth of maximum (x ),
reflect the fundamental interaction lengths and the
composition despite the existence of fluctuations in
shower development which may also contribute signi-
ficantly to these distributions.
This problem was investigated in Ref. 6 with em-

phasis on fragmentation and pion production in col-
lisions of nuclear projectiles. It was found that, as
expected, the tail of the xil4 distribution reflected the
input cross section for protons and that the portion of
the distribution with small values of xi~4 is sensitive
to the fraction of heavy primaries. The calculations
of Ref. 6, however, are based on a simplified model
for nucleon showers and consider only one, energy-
dependent o-~ „,. Moreover, only results for xi'
were reported in that paper since that distribution
should resemble the distribution of shower starting
points more closely than x . We have since learned'
that determination of xil4 with Fly's Eye is at
present limited due to problems arising from lack of
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light, contamination due to Cherenkov light, atmos-
pheric scattering, and other effects. We therefore
present results here for x, based on a variety of as-
sumptions for cr~ „,and using a rather detailed
Monte Carlo treatment of development of showers
initiated by protons and nucleons of nuclei. Frag-

mentation and pion production by nuclear projectiles
are treated as in Ref. 6. Momentum distributions 'of
secondaries produced in collisions of nucleons and
pions are obtained by simply scaling the measured
distributions from Js = 20—60 GeV to cosmic-ray
energies, as in Ref. 8.
Figure 1 shows distributions of x for two arbitrary

compositions, ' The region 600 ~x~ ~ 750 g/cm' is
particularly sensitive to abundance of heavy primaries
relative to protons, whereas the region x ~ 750
g/cm reflects primarily protons. We therefore ex-
pect that the tail of the x distribution may reflect
the proton cross section. Accordingly, we define an
effective attenuation of the maximum by fitting the
deep portion () 760 g/cm2) of the distribution to
exp( —x /A ). In the example shown here the in-
teraction lengths for protons and 0.'s are A~ „,—40
g/cm' and h. ,;,—35 g/cm2 (corresponding to
o~t~"—130 mb at Ws = 25 TeV)." If the proton cross
section is indeed this large, measuring it will be possi-
ble only if the concentration of o. primaries is not too
large (i.e., only if N (N~). '2 The extent to which
heavy primaries may interfere with determination of
X~ „-, is illustrated by noting that A is decreased by
13% for the heavier composition in Fig. 1 and by 7%
for the composition with 55'/o protons relative to the
case for pure protons. For p-air cross sections in the
range of 500 mb, a 10% uncertainty in A gives rise
to an approximately equal uncertainty in o~ „, (see
Fig. 2).
Even without the problem of heavy primaries,

measurement of x or x~~4 alone cannot determine an
arbitrarily large proton cross section because of in-
trinsic fluctuations in shower development. The
results of our calculations bear this out, as shown in
Fig. 2. Here we show A for proton showers only, as
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FIG. 1. (a) Distribution of depth of maximum for
showers of energy ~3 x 10 eV per nucleus for two composi-
tions: p: o. '. CNO+Mg: Fe =0.55:0.21:0.16:0.08, as at low
energy (L); and p: u. CNO+Mg: Fe =0.2:0.08:0.07:0.65,
denoted H. (b) and (c) show the components separately for
the low-energy and the heavy composition, respectively.

FIG. 2. A~ vs cr~.„,for proton showers chosen from a
power-law energy spectrum (differential index = 2) with
Eo & 3 x 10 eV, Error bars show statistical uncertainty
from the simulation result. Since the figure shows proton
showers only, it cannot be used for an accurate determina-
tion of o.. See text.
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TABLE I. Characteristic lengths for various cross sec-
tions. Errors are statistical uncertainty in simulation results.

700-
600-
500-
400-
MO= -.
200-
too-

'
LM.II
/

Cross
section

Input
nucleon
interaction
length in air
at 3&&1017 eV

Simulation results
A1/4 Am

(g/cm ) (g/cm )

(b) O„(mb)
l40-
I20-
IOO-

LM

const
logs
log2s
A
LM

75
53
40
28
15

91+6
67+ 4
53+3
35+ 2
27+ 2

118+7
80+ 5
64+ 4
45+ 3
36+2
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QO-
20-

IO IO IO IO IO IO

E (Gev)

FIG. 3. (a) Energy-dependent cross sections for inelastic
p-air collisions used for the calculations shown in Fig. 2.
The curves are labeled to correspond to the values of o-~1~0

shown in part (b). (b) Energy-dependent pp total cross sec-
tions. The curves labeled logs and log s are extrapolations
of fits to the cross section up to CERN ISR energies. The
curve labeled A is an extrapolation of the estimate of Afek
et al. (Ref. 15) and LM stands for Leader and Maor (Ref. 16).

a function of o.~ „,at 3 x 10' eV. For the atmos-
phere,

2 4x104) ~,;, (g/cm') =
trp @y (mb

%c emphasize that Fig. 2 cannot at present be used
for an accurate determination of o-~.,;, from A be-
cause of the dependence on composition mentioned
above. In addition, possible effects of uncertainties
in the interaction model and of instrumental fluctua-
tions need to be understood.
Primary energies of the protons were chosen from

a power-law spectrum with Eo & 3 x 10"cV. To ap-
proximate Fly's Eye conditions we used a differential
spectral index of 2. The true index is about 3 but the
acceptance is proportional to E. Cascade develop-
ment depends on the hadronic cross section at all en-
ergies up to the primary energy, though the overall
profile is dominated by the high-energy behavior.
Figure 3(a) shows the energy dependences of o.~ „,

used to construct Fig. 2. [Each point in Fig. 2 corre-
sponds to one curve in Fig. 3(a).] The p-air and
nucleus-air cross sections were obtained from o-~~
(and the pp slope parameter) using Glauber theory as
described in Ref. 13. The corresponding values of
o.~t~" are shown in Fig. 3(b)."
Inspection of Fig. 2 suggests that experiments that

can measure shower profiles should be able to esti-
mate the proton cross section at Js —50 TeV if it is
not too large (say a~ „,( 600 mb or o~t~ ( 120 mb)
and to place a lower bound otherwise. If the abun-
dance of o. primaries werc much larger than we have
assumed or if heavy primaries were very abundant,
the dividing line between measurement and lower
bound should be somewhat lower. Perhaps surpris-
ingly, A is as sensitive to cross section as A1/4,
though for a given cross section A1/4 is numerically
closer to X;„, than A (i.e., A ) At/4) X;„,—see
Table 1). This may be of practical importance since
x appears easier to measure than x1/4. Determina-
tion of relative abundance of heavy nuclei, as well as
cross section, will require unbiased measurements of
x (and/or xt/4) over the full range of depths (see
Fig. 1).
Complete results for shower profiles calculated

with various models (including scale breaking) over a
range of energies and description of details of the cal-
culation will be published elsewhere.
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energy. Furthermore, the procedure to obtain !prod
p-air from

the measured !" depends on additional parameters. By
varying the energy distribution, energy and Xmax resolution
in the simulations, we find that related systematic changes

of the value of !prod
p-air are distributed with a root-mean-

square of 7 mb around zero. We use the root-mean-square
as estimate of the systematic uncertainties related to the

conversion of !" to !prod
p-air.

The presence of photons in the primary beam would bias
the measurement. The average Xmax of showers produced
by photons at the energies of interest is about 50 g=cm2

deeper in the atmosphere than that of protons. However,
observational limits on the fraction of photons are <0:5%
[16,17]. With simulations we find that the possible under-
estimation of the cross section if photons were present in
the data sample at this level is less than 10 mb.

With the present limitations of observations, we cannot
distinguish air showers produced by helium nuclei from
those created by protons. From simulations we find that

!prod
p-air is overestimated depending on the percentages of

helium in the data sample. Lack of knowledge of the helium
fraction is the dominant source of systematic uncertainty.

We also find that the nuclei of the CNO group introduce
no bias for fractions up to !50%, and accordingly we
assign no uncertainty in the cross section due to these or
heavier nuclei.

In Table I, we list the sources of systematic uncertain-
ties. As the helium fraction is not known, we show the
impact of 10, 25, and 50% of helium, respectively. In what
follows we include a systematic uncertainty related to a
helium fraction of 25%. In the extreme case, were the
cosmic-ray composition to be 100% helium, the analysis
would overestimate the proton-air cross section by 300 to
500 mb. Given the constraints from accelerator data at
lower energies and typical model assumptions, this ex-
treme scenario is not realistic.

We summarize our results by averaging the four values
of the cross section obtained with the hadronic interaction
models to give

!prod
p-air ¼ ½505$ 22ðstatÞþ28

(36ðsystÞ) mb

at a center-of-mass energy of ½57$0:3ðstatÞ$6ðsystÞ)TeV.
In Fig. 2 we compare this result with model predictions
and other measurements. The measurements at the highest
energies are: HiRes [18] and Fly’s Eye [2] that are both
based on Xmax, Yakutsk Array [19] using Cherenkov obser-
vations, and Akeno [20] measuring electron and muon
numbers at ground level. All these analyses assume a pure
proton composition. In the context of a possible mixed-mass
cosmic-ray composition, this can lead to large systematic
effects. Also all these analyses are based on a single inter-
action model for describing air showers: Only HiRes uses a
second model for systematic checks.
It is one of the prime aims of our analysis to have the

smallest possible sensitivity to a nonproton component, and
to perform a detailed systematic analysis on the uncertainties
related to the mass composition. We also use all hadronic
interaction models currently available for the estimation of
model-related systematic effects. Futhermore, by using
Eq. (2) we derive a cross section corresponding to a smooth
interpolation from theTevatronmeasurement to our analysis,
with no inconsistencies as in earlier approaches.
Comparison with accelerator data.—For the purpose of

making comparisons with accelerator data we calculate the
inelastic and total proton-proton cross sections using the
Glauber model. We use standard Glauber formalism [21],
extended by a two-channel implementation of inelastic
intermediate states [8] to account for diffraction dissocia-
tion [22]. The first channel corresponds to p ! p scatter-
ing and has an amplitude of "pp, while the amplitude for
the other channel is "pp* ¼ #"pp and corresponds to the
excitation of a short-lived intermediate state. The parame-
ter # is related to the ratio of single-diffractive cross
section and elastic cross section. We use a value of
# ¼ 0:5$ 0:15 that is determined from measurements of

TABLE I. Summary of the systematic uncertainties.

Description Impact on !prod
p-air

!" systematics $15 mb
Hadronic interaction models (8þ 19 mb
Energy scale $7 mb
Conversion of !" to !prod

p-air $7 mb
Photons, <0:5% <þ 10 mb
Helium, 10% (12 mb
Helium, 25% (30 mb
Helium, 50% (80 mb
Total (25% helium) (36 mb, þ28 mb
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FIG. 2 (color online). Resulting !prod
p-air compared to other

measurements (see [18–20,30–34]) and model predictions. The
inner error bars are statistical, while the outer include systematic
uncertainties for a helium fraction of 25% and 10 mb for the
systematic uncertainty attributed to the fraction of photons.
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energy. Furthermore, the procedure to obtain !prod
p-air from

the measured !" depends on additional parameters. By
varying the energy distribution, energy and Xmax resolution
in the simulations, we find that related systematic changes

of the value of !prod
p-air are distributed with a root-mean-

square of 7 mb around zero. We use the root-mean-square
as estimate of the systematic uncertainties related to the

conversion of !" to !prod
p-air.

The presence of photons in the primary beam would bias
the measurement. The average Xmax of showers produced
by photons at the energies of interest is about 50 g=cm2

deeper in the atmosphere than that of protons. However,
observational limits on the fraction of photons are <0:5%
[16,17]. With simulations we find that the possible under-
estimation of the cross section if photons were present in
the data sample at this level is less than 10 mb.

With the present limitations of observations, we cannot
distinguish air showers produced by helium nuclei from
those created by protons. From simulations we find that

!prod
p-air is overestimated depending on the percentages of

helium in the data sample. Lack of knowledge of the helium
fraction is the dominant source of systematic uncertainty.

We also find that the nuclei of the CNO group introduce
no bias for fractions up to !50%, and accordingly we
assign no uncertainty in the cross section due to these or
heavier nuclei.

In Table I, we list the sources of systematic uncertain-
ties. As the helium fraction is not known, we show the
impact of 10, 25, and 50% of helium, respectively. In what
follows we include a systematic uncertainty related to a
helium fraction of 25%. In the extreme case, were the
cosmic-ray composition to be 100% helium, the analysis
would overestimate the proton-air cross section by 300 to
500 mb. Given the constraints from accelerator data at
lower energies and typical model assumptions, this ex-
treme scenario is not realistic.

We summarize our results by averaging the four values
of the cross section obtained with the hadronic interaction
models to give

!prod
p-air ¼ ½505$ 22ðstatÞþ28

(36ðsystÞ) mb

at a center-of-mass energy of ½57$0:3ðstatÞ$6ðsystÞ)TeV.
In Fig. 2 we compare this result with model predictions
and other measurements. The measurements at the highest
energies are: HiRes [18] and Fly’s Eye [2] that are both
based on Xmax, Yakutsk Array [19] using Cherenkov obser-
vations, and Akeno [20] measuring electron and muon
numbers at ground level. All these analyses assume a pure
proton composition. In the context of a possible mixed-mass
cosmic-ray composition, this can lead to large systematic
effects. Also all these analyses are based on a single inter-
action model for describing air showers: Only HiRes uses a
second model for systematic checks.
It is one of the prime aims of our analysis to have the

smallest possible sensitivity to a nonproton component, and
to perform a detailed systematic analysis on the uncertainties
related to the mass composition. We also use all hadronic
interaction models currently available for the estimation of
model-related systematic effects. Futhermore, by using
Eq. (2) we derive a cross section corresponding to a smooth
interpolation from theTevatronmeasurement to our analysis,
with no inconsistencies as in earlier approaches.
Comparison with accelerator data.—For the purpose of

making comparisons with accelerator data we calculate the
inelastic and total proton-proton cross sections using the
Glauber model. We use standard Glauber formalism [21],
extended by a two-channel implementation of inelastic
intermediate states [8] to account for diffraction dissocia-
tion [22]. The first channel corresponds to p ! p scatter-
ing and has an amplitude of "pp, while the amplitude for
the other channel is "pp* ¼ #"pp and corresponds to the
excitation of a short-lived intermediate state. The parame-
ter # is related to the ratio of single-diffractive cross
section and elastic cross section. We use a value of
# ¼ 0:5$ 0:15 that is determined from measurements of

TABLE I. Summary of the systematic uncertainties.

Description Impact on !prod
p-air

!" systematics $15 mb
Hadronic interaction models (8þ 19 mb
Energy scale $7 mb
Conversion of !" to !prod
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FIG. 2 (color online). Resulting !prod
p-air compared to other

measurements (see [18–20,30–34]) and model predictions. The
inner error bars are statistical, while the outer include systematic
uncertainties for a helium fraction of 25% and 10 mb for the
systematic uncertainty attributed to the fraction of photons.
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energy. Furthermore, the procedure to obtain !prod
p-air from

the measured !" depends on additional parameters. By
varying the energy distribution, energy and Xmax resolution
in the simulations, we find that related systematic changes

of the value of !prod
p-air are distributed with a root-mean-

square of 7 mb around zero. We use the root-mean-square
as estimate of the systematic uncertainties related to the

conversion of !" to !prod
p-air.

The presence of photons in the primary beam would bias
the measurement. The average Xmax of showers produced
by photons at the energies of interest is about 50 g=cm2

deeper in the atmosphere than that of protons. However,
observational limits on the fraction of photons are <0:5%
[16,17]. With simulations we find that the possible under-
estimation of the cross section if photons were present in
the data sample at this level is less than 10 mb.

With the present limitations of observations, we cannot
distinguish air showers produced by helium nuclei from
those created by protons. From simulations we find that

!prod
p-air is overestimated depending on the percentages of

helium in the data sample. Lack of knowledge of the helium
fraction is the dominant source of systematic uncertainty.

We also find that the nuclei of the CNO group introduce
no bias for fractions up to !50%, and accordingly we
assign no uncertainty in the cross section due to these or
heavier nuclei.

In Table I, we list the sources of systematic uncertain-
ties. As the helium fraction is not known, we show the
impact of 10, 25, and 50% of helium, respectively. In what
follows we include a systematic uncertainty related to a
helium fraction of 25%. In the extreme case, were the
cosmic-ray composition to be 100% helium, the analysis
would overestimate the proton-air cross section by 300 to
500 mb. Given the constraints from accelerator data at
lower energies and typical model assumptions, this ex-
treme scenario is not realistic.

We summarize our results by averaging the four values
of the cross section obtained with the hadronic interaction
models to give

!prod
p-air ¼ ½505$ 22ðstatÞþ28

(36ðsystÞ) mb

at a center-of-mass energy of ½57$0:3ðstatÞ$6ðsystÞ)TeV.
In Fig. 2 we compare this result with model predictions
and other measurements. The measurements at the highest
energies are: HiRes [18] and Fly’s Eye [2] that are both
based on Xmax, Yakutsk Array [19] using Cherenkov obser-
vations, and Akeno [20] measuring electron and muon
numbers at ground level. All these analyses assume a pure
proton composition. In the context of a possible mixed-mass
cosmic-ray composition, this can lead to large systematic
effects. Also all these analyses are based on a single inter-
action model for describing air showers: Only HiRes uses a
second model for systematic checks.
It is one of the prime aims of our analysis to have the

smallest possible sensitivity to a nonproton component, and
to perform a detailed systematic analysis on the uncertainties
related to the mass composition. We also use all hadronic
interaction models currently available for the estimation of
model-related systematic effects. Futhermore, by using
Eq. (2) we derive a cross section corresponding to a smooth
interpolation from theTevatronmeasurement to our analysis,
with no inconsistencies as in earlier approaches.
Comparison with accelerator data.—For the purpose of

making comparisons with accelerator data we calculate the
inelastic and total proton-proton cross sections using the
Glauber model. We use standard Glauber formalism [21],
extended by a two-channel implementation of inelastic
intermediate states [8] to account for diffraction dissocia-
tion [22]. The first channel corresponds to p ! p scatter-
ing and has an amplitude of "pp, while the amplitude for
the other channel is "pp* ¼ #"pp and corresponds to the
excitation of a short-lived intermediate state. The parame-
ter # is related to the ratio of single-diffractive cross
section and elastic cross section. We use a value of
# ¼ 0:5$ 0:15 that is determined from measurements of

TABLE I. Summary of the systematic uncertainties.

Description Impact on !prod
p-air

!" systematics $15 mb
Hadronic interaction models (8þ 19 mb
Energy scale $7 mb
Conversion of !" to !prod
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Photons, <0:5% <þ 10 mb
Helium, 10% (12 mb
Helium, 25% (30 mb
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p-air compared to other

measurements (see [18–20,30–34]) and model predictions. The
inner error bars are statistical, while the outer include systematic
uncertainties for a helium fraction of 25% and 10 mb for the
systematic uncertainty attributed to the fraction of photons.
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energy. Furthermore, the procedure to obtain !prod
p-air from

the measured !" depends on additional parameters. By
varying the energy distribution, energy and Xmax resolution
in the simulations, we find that related systematic changes

of the value of !prod
p-air are distributed with a root-mean-

square of 7 mb around zero. We use the root-mean-square
as estimate of the systematic uncertainties related to the

conversion of !" to !prod
p-air.

The presence of photons in the primary beam would bias
the measurement. The average Xmax of showers produced
by photons at the energies of interest is about 50 g=cm2

deeper in the atmosphere than that of protons. However,
observational limits on the fraction of photons are <0:5%
[16,17]. With simulations we find that the possible under-
estimation of the cross section if photons were present in
the data sample at this level is less than 10 mb.

With the present limitations of observations, we cannot
distinguish air showers produced by helium nuclei from
those created by protons. From simulations we find that

!prod
p-air is overestimated depending on the percentages of

helium in the data sample. Lack of knowledge of the helium
fraction is the dominant source of systematic uncertainty.

We also find that the nuclei of the CNO group introduce
no bias for fractions up to !50%, and accordingly we
assign no uncertainty in the cross section due to these or
heavier nuclei.

In Table I, we list the sources of systematic uncertain-
ties. As the helium fraction is not known, we show the
impact of 10, 25, and 50% of helium, respectively. In what
follows we include a systematic uncertainty related to a
helium fraction of 25%. In the extreme case, were the
cosmic-ray composition to be 100% helium, the analysis
would overestimate the proton-air cross section by 300 to
500 mb. Given the constraints from accelerator data at
lower energies and typical model assumptions, this ex-
treme scenario is not realistic.

We summarize our results by averaging the four values
of the cross section obtained with the hadronic interaction
models to give

!prod
p-air ¼ ½505$ 22ðstatÞþ28

(36ðsystÞ) mb

at a center-of-mass energy of ½57$0:3ðstatÞ$6ðsystÞ)TeV.
In Fig. 2 we compare this result with model predictions
and other measurements. The measurements at the highest
energies are: HiRes [18] and Fly’s Eye [2] that are both
based on Xmax, Yakutsk Array [19] using Cherenkov obser-
vations, and Akeno [20] measuring electron and muon
numbers at ground level. All these analyses assume a pure
proton composition. In the context of a possible mixed-mass
cosmic-ray composition, this can lead to large systematic
effects. Also all these analyses are based on a single inter-
action model for describing air showers: Only HiRes uses a
second model for systematic checks.
It is one of the prime aims of our analysis to have the

smallest possible sensitivity to a nonproton component, and
to perform a detailed systematic analysis on the uncertainties
related to the mass composition. We also use all hadronic
interaction models currently available for the estimation of
model-related systematic effects. Futhermore, by using
Eq. (2) we derive a cross section corresponding to a smooth
interpolation from theTevatronmeasurement to our analysis,
with no inconsistencies as in earlier approaches.
Comparison with accelerator data.—For the purpose of

making comparisons with accelerator data we calculate the
inelastic and total proton-proton cross sections using the
Glauber model. We use standard Glauber formalism [21],
extended by a two-channel implementation of inelastic
intermediate states [8] to account for diffraction dissocia-
tion [22]. The first channel corresponds to p ! p scatter-
ing and has an amplitude of "pp, while the amplitude for
the other channel is "pp* ¼ #"pp and corresponds to the
excitation of a short-lived intermediate state. The parame-
ter # is related to the ratio of single-diffractive cross
section and elastic cross section. We use a value of
# ¼ 0:5$ 0:15 that is determined from measurements of

TABLE I. Summary of the systematic uncertainties.

Description Impact on !prod
p-air

!" systematics $15 mb
Hadronic interaction models (8þ 19 mb
Energy scale $7 mb
Conversion of !" to !prod

p-air $7 mb
Photons, <0:5% <þ 10 mb
Helium, 10% (12 mb
Helium, 25% (30 mb
Helium, 50% (80 mb
Total (25% helium) (36 mb, þ28 mb
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FIG. 2 (color online). Resulting !prod
p-air compared to other

measurements (see [18–20,30–34]) and model predictions. The
inner error bars are statistical, while the outer include systematic
uncertainties for a helium fraction of 25% and 10 mb for the
systematic uncertainty attributed to the fraction of photons.
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the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.

This Glauber calculation is model-dependent since nei-
ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d!el=dt / expð"jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of !inel

pp , the correla-
tion of Bel with the cross section is shown in Fig. 3 for
" ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-!

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

!inel
pp ¼ ½92& 7ðstatÞþ9

"11ðsystÞ & 7ðGlauberÞ( mb;

and the total proton-proton cross section is

!tot
pp ¼ ½133& 13ðstatÞþ17

"20ðsystÞ & 16ðGlauberÞ( mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from ", from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of !prod
p-air from the measured !#, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.

This Glauber calculation is model-dependent since nei-
ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d!el=dt / expð"jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of !inel

pp , the correla-
tion of Bel with the cross section is shown in Fig. 3 for
" ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-!

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

!inel
pp ¼ ½92& 7ðstatÞþ9

"11ðsystÞ & 7ðGlauberÞ( mb;

and the total proton-proton cross section is

!tot
pp ¼ ½133& 13ðstatÞþ17

"20ðsystÞ & 16ðGlauberÞ( mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from ", from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of !prod
p-air from the measured !#, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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outer include systematic uncertainties.
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the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.

This Glauber calculation is model-dependent since nei-
ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d!el=dt / expð"jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of !inel

pp , the correla-
tion of Bel with the cross section is shown in Fig. 3 for
" ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-!

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

!inel
pp ¼ ½92& 7ðstatÞþ9

"11ðsystÞ & 7ðGlauberÞ( mb;

and the total proton-proton cross section is

!tot
pp ¼ ½133& 13ðstatÞþ17

"20ðsystÞ & 16ðGlauberÞ( mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from ", from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of !prod
p-air from the measured !#, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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FIG. 3 (color online). Correlation of elastic slope parameter,
Bel, and the inelastic proton-proton cross section in the Glauber
framework. The solid line indicates the parameter combinations
yielding the observed proton-air production cross section, and
the dotted lines are the statistical uncertainties. The hatched area
corresponds to the predictions by SIBYLL, QGSJET, QGSJETII, and
EPOS. See also Ref. [5].
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FIG. 4 (color online). Comparison of derived !inel
pp to model

predictions and accelerator data [29]. Here we also show the
cross sections of two typical high-energy models, PYTHIA6 [35]
and PHOJET [36]. The inner error bars are statistical, while the
outer include systematic uncertainties.
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the single-diffractive cross section, as well as from proton-
carbon cross-section data at lower energies.

This Glauber calculation is model-dependent since nei-
ther the parameters nor the physical processes involved are
known accurately at cosmic-ray energies. In particular, this
applies to the elastic slope parameter, Bel (defined by
d!el=dt / expð"jtjBelÞ for very small t), the correlation
of Bel to the cross section, and the cross section for dif-
fractive dissociation. For the example of !inel

pp , the correla-
tion of Bel with the cross section is shown in Fig. 3 for
" ¼ 0:5. We have used the same four hadronic interaction
models to determine the uncertainty band of the Bel-!

inel
pp

correlation. Recent cross-section models such as [23] fall
within this band. We find that in the Glauber framework the
inelastic cross section is less dependent on model assump-
tions than the total cross section. The result for the inelastic
proton-proton cross section is

!inel
pp ¼ ½92& 7ðstatÞþ9

"11ðsystÞ & 7ðGlauberÞ( mb;

and the total proton-proton cross section is

!tot
pp ¼ ½133& 13ðstatÞþ17

"20ðsystÞ & 16ðGlauberÞ( mb:

The systematic uncertainties for the inelastic and total
cross sections include contributions from the elastic slope
parameter, from ", from the description of the nuclear
density profile, and from cross-checking these effects
using QGSJETII [9,24]. For the inelastic case, these three
independent contributions are 1, 3, 5, and 4 mb, respec-
tively. For the total cross section, they are 13, 6, 5, and
4 mb. We emphasize that the total theoretical uncertainty
of converting the proton-air to a proton-proton cross
section may be larger than estimated here within the
Glauber model. There are other extensions of the

Glauber model to account for inelastic screening [8,25]
or nucleon-nucleon correlations [26], and alternative
approaches that include, for example, parton saturation
or other effects [11,24,27,28].
In Fig. 4 we compare our inelastic cross-section result to

accelerator data and to the cross sections used in the
hadronic interaction models.
Summary.—We have presented the measurement of the

cross section for the production of particles in proton-air
collisions from data collected at the Pierre Auger
Observatory. We have studied in detail the effects of as-
sumptions on the primary cosmic-ray mass composition,
hadronic interaction models, simulation settings, and the
fiducial volume limits of the telescopes on the final result.
By analyzing only the most deeply penetrating events, we
selected a data sample enriched in protons. The results are
presented assuming a maximum contamination of 25% of
helium in the light cosmic-ray mass component. The lack
of knowledge of the helium component is the largest
source of systematic uncertainty. However, for helium
fractions up to 25% the induced bias remains below 6%.

To derive a value of !prod
p-air from the measured !#, we

assume a smooth extrapolation of hadronic cross sections
from accelerator measurements to the energy of the analy-
sis. This is achieved by modifying the model predictions of
hadronic cross sections above energies of 1015 eV during
the air-shower simulation process in a self-consistent
approach.
We convert the proton-air production cross section into

the total, and the inelastic, proton-proton cross section using
a Glauber calculation that includes intermediate inelastic
screening corrections. In this calculation, we use the corre-
lation between the elastic slope parameter and the proton-
proton cross sections taken from the interaction models as a
constraint. We find that the inelastic proton-proton cross
section depends less on the elastic slope parameter than
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FIG. 3 (color online). Correlation of elastic slope parameter,
Bel, and the inelastic proton-proton cross section in the Glauber
framework. The solid line indicates the parameter combinations
yielding the observed proton-air production cross section, and
the dotted lines are the statistical uncertainties. The hatched area
corresponds to the predictions by SIBYLL, QGSJET, QGSJETII, and
EPOS. See also Ref. [5].
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predictions and accelerator data [29]. Here we also show the
cross sections of two typical high-energy models, PYTHIA6 [35]
and PHOJET [36]. The inner error bars are statistical, while the
outer include systematic uncertainties.
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