The shape of the radio wavefront of extensive air showers as measured with LOFAR
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1. Introduction

A high-energy cosmic ray that enters the atmosphere of the Earth will interact with a nucleus of an atmospheric molecule. This interaction produces secondary particles, which in turn interact, thereby creating a cascade of particles: an extensive air shower. The origin of these cosmic rays and their mass composition are not fully known.

Due to the high incident energy of the cosmic ray, the bulk of the secondary particles propagate downward with a high gamma factor. As this air shower passes through the atmosphere and the Earth’s magnetic field, it emits radiation, which can be measured by antennas on the ground in a broad range of radio frequencies (MHz–GHz) [1–3]. For a review of recent developments in the field see [4]. The measured radiation is the result of several emission processes [5], and is further influenced by the propagation of the radiation in the atmosphere with non-university index of refraction [6]. Dominant in the frequency range considered in this study is the interaction in the geomagnetic field [7,8,3,9]. An overview of the current understanding of the detailed emission mechanisms can be found in [10].

The radio signal reaches the ground as a coherent broadband pulse, with a duration on the order of 10 to 100 ns (depending on the position in the air shower geometry). As the radio emission originates effectively from a few kilometers in altitude, the incident wavefront as measured on the ground is non-planar. Geometrical considerations suggest that the amount of curvature and the shape of the wavefront depend on the height of the emission region, suggesting a relation to the depth of shower maximum, $X_{\text{max}}$. The depth of shower maximum is related to the primary particle type.

Assuming a point source would result in a spherical wavefront shape, which is used for analysis of LOPES data [11]. It is argued in [12] that the actual shape of the wavefront is not spherical, but rather conical, as the emission is not point-like but stretched along the shower axis. In a recent further refinement of this study, based on CorEAS simulations, evidence is found for a hyperbolic wavefront shape (spherical near the shower axis, and conical further out) [13]. Hints for this shape are also found in the air shower dataset collected by the LOPES experiment [14]. However, due to high ambient noise levels, the timing precision of these measurements did not allow for a distinction between spherical, hyperbolical and conical shapes on a shower-by-shower basis, and only statistically was a hyperbolic wavefront shape favored.

We use the LOFAR radio telescope [15] to measure radio emission from air showers, in order to measure wavefront shapes for individual showers. LOFAR consists of an array of two types of antennas: the low-band antennas (LBA) sensitive to frequencies in a bandwidth of 10–90 MHz, and the high-band antennas (HBA) operating in the 110–240 MHz range. While air showers have been measured in both frequency ranges [16,17], this study only uses data gathered with the 10–90 MHz low-band antennas.

A combination of analog and digital filters limits the effective bandwidth to 30–80 MHz which has the least amount of radio frequency interference. For detecting cosmic rays we use the (most densely instrumented) inner region of LOFAR, the layout of which is depicted in Fig. 1. LOFAR is equipped with ring buffers (called Transient Buffer Boards) that can store the raw-voltage signals of each antenna for up to 5 s. These are used for cosmic-ray observations as described in [16].

Inside the inner core of LOFAR, which is a circular area of 320 m diameter, an array of 20 scintillator detectors (LORA) has been set up [18]. This air shower array is used to trigger a read-out of the Transient Buffer Boards at the moment an air shower is detected. The buffer boards provide a raw voltage time series for every

![Fig. 1. Layout of the innermost 8 stations of LOFAR. For each station the outer ring of low band radio antennas (black plus symbols), used for the analysis in this paper, are depicted. Located with the innermost six stations are the particle detectors (gray squares) used to trigger on extensive air showers.](image-url)
antenna in a LOFAR station (a group of typically 96 LBA plus 48 HBA antennas that are processed together in interferometric measurements), in which we identify and analyze the radio pulse from an air shower. Analysis of the particle detections delivers basic air shower parameters such as the estimated position of the shower axis, energy, and arrival direction.

The high density of antennas of LOFAR, together with a high timing resolution (200 MHz sampling rate) are especially favorable for measuring the wavefront shape.

2. Simplified model for the wavefront shape

Inspection of the pulse arrival times in our datasets (as explained in the following sections) shows that while the shape at larger distances from the shower axis might be described by a conical wavefront, in many measured air showers there is significant curvature near the shower axis. A natural choice for a function of two parameters that describes this behavior is a hyperbola. In Fig. 2 a toy model is sketched, where the wavefront is formed by assuming the emission to be generated by a point source. At any given time, during the emission generation, the source generates a spherical wavefront that expands at the local speed of light $c/n$, where $n$ is the local index of refraction. The point source is moving at a velocity $\nu > c/n$, and emits radiation for a limited amount of time $\Delta t$. In real extensive air showers this corresponds to the duration in which the bulk of the radiation is generated. The radiation is measured by an observer at a distance $\Delta x$ from the point where the emission stopped. When this distance is small, $\Delta x/(\nu \Delta t) < 1$, (top panel) the combined wavefront shape is approximately conical. Even so, unless the distance to the last emission point is zero, a small curvature is visible near the shower axis, the radius of curvature corresponding to the distance. When viewed at intermediate distances, $\Delta x/(\nu \Delta t) \approx 1$, (middle panel), the opening angle of the conical part increases and the curved part near the shower axis extends a bit further outward. This shape is closely approximated by a hyperbola. Only when the distance to the last emission point is very large, $\Delta x/(\nu \Delta t) \gg 1$, is the wavefront shape approximately spherical. In this simplified picture, with constant but non-unity index of refraction, the wavefront shape is thus hyperbolic for most observer distances. We expect the general characteristics of this simplified model to hold even for a realistic atmosphere where the refractive index changes with height as the main criterion $n > 1$ still holds true.

Motivated by this toy model we therefore compare three parameterizations of the wavefront shape: a sphere, a cone and a hyperboloid, and evaluate the quality of the fits to the LOFAR measurements.

3. Measurements

For this analysis we have used air-shower measurements with LOFAR accumulated between June 2011 and November 2013. These consist of 2 to 5 ms of raw voltage time series for every antenna of the LOFAR core stations; we identify the air shower’s radio pulse in every individual trace, and measure its strength and arrival time.

In order to have a dense, high-quality sampling of the radio wavefront, and a substantial distance range of more than $\sim 150$ m, we require an air shower to be detected in at least four LOFAR core stations. Furthermore, the highest quality data are obtained with the outer ring of low-band antennas, as its more sparse layout gives a more even distribution of measurements over the area of interest. Therefore, the sample is restricted to this subset. This leaves a total of 165 measured air showers. Of these 165, three fail calibration of time differences between stations due to corrupted data (see Section 3.2) and one is unreliable due to thunderstorm conditions (see Section 4.6). This leaves a total of 161 high quality air shower measurements for this analysis. All measured air showers are processed by the standard cosmic-ray reconstruction software as described in [16].

3.1. Pulse arrival times and uncertainties

The arrival time of the radio pulse in each dipole is determined using the raw-voltage traces. We define the arrival time as the time
of the pulse maximum in the amplitude (or Hilbert) envelope of the analytic signal $A(t)$:
\[
A(t) = \sqrt{x^2(t) + \hat{x}^2(t)},
\]
where $\hat{x}(t)$ is the Hilbert transform of the voltage-trace signal $x(t)$, upsampled by a factor of 32. The Hilbert transform is defined by
\[
\mathcal{F}[x(t)](\omega) = -i \text{sgn}(\omega) \mathcal{F}[x(t)](\omega),
\]
where $\mathcal{F}$ is the Fourier transform. This allows for arrival time measurements at a much higher time resolution than suggested by the 200 MHz sampling rate (5 ns sampling period).

The attainable timing precision varies with the signal-to-noise ratio ($S/N$). Uncertainties in the arrival time are assigned independently to each datapoint using the measured $S/N$ in amplitude following
\[
\sigma_{\text{rms}} = \frac{12.65}{S/N} \text{ ns}.
\]
A similar relation was found in [19]. The one used here is derived from the data for each antenna, using a procedure as follows.

Uncertainties on the timing arise from distortions of the pulse shape due to fluctuations in the background noise. These uncertainties on the timing can be determined from the amplitude data for each antenna. To quantify them, we first select a noise block outside of the pulse region for each antenna and calculate the root-mean-square noise level $N$. We also calculate the signal-to-noise ratio $S/N$ of the pulse maximum (in amplitude). Subsequently we add this noise to the data containing the pulse, and the pulse arrival time is calculated using the procedure described above. This procedure is repeated 10 times, where at each time the noise block is shifted by 100 ns. This gives 10 measurements of the pulse arrival time. The standard deviation of this set for each antenna is a measure of the uncertainty on the determination of the pulse arrival time. However, because this procedure effectively reduces $S/N$ by a factor of $\sqrt{2}$, pulses with a low $S/N$ are no longer correctly identified. Therefore, instead of assigning this uncertainty to the datapoint directly, we estimate the uncertainties as a function of $S/N$ by processing data for all antennas in the full air shower dataset. Uncertainty data points are binned with respect to $S/N$. The bin size is set to 1.0 below $S/N = 50$ and to 10.0 above to ensure a sufficient number of points per bin. To prevent outliers (due to accidental spike selection in some antennas) from heavily influencing the results, the median and uncertainty on the median are calculated for any given $S/N$ bin. The result can be seen in Fig. 3.

One can see that the timing uncertainty is inversely proportional to the signal-to-noise ratio. Fitting this relation gives the proportionality factor in Eq. (3), and we use this to assign an uncertainty to the arrival time of the pulse maximum for each antenna depending on its measured $S/N$.

### 3.2. Time differences between stations

For time calibration of individual antennas within one LOFAR station, we use standard LOFAR calibration tables as described in [16]. Since all LOFAR core stations share a single clock these calibration solutions are stable over time. However, before October 10th, 2012 this common clock was only available for the innermost region (consisting of 6 stations). Every other core station had its own clock, synchronized by GPS. Drifts of these clocks with respect to each other were on the order of 10 ns which is large compared to the other timing uncertainties. Datasets taken before this date therefore require a more involved calibration procedure described below.

Every air shower raw voltage trace is only 2 ms long, and all measured air showers are scattered over a 2-year timespan. Therefore, using dedicated calibration observations is not feasible, as these are typically planned in advance and can take minutes to hours. Instead, we make use of radio transmitter signals present in every dataset. These transmitters emit continuous waves, measured at each antenna with a different phase. We use the Fast Fourier Transform to calculate the phase per antenna and frequency channel. The phase differences between antenna pairs can be used (directly) to monitor and correct for deviations from a trusted timing calibration; this technique was originally developed by the LOPES experiment as demonstrated in [20].

In addition to this, we make use of the (known) position of the transmitter in order to predict the relative phases at each antenna pair (accounting for the geometric delays). The difference in measured versus expected (relative) phase, averaged over each LOFAR station, yields the inter-station clock calibration. It was found that higher-frequency signals can be measured with better phase stability; the public radio transmitters at 88 to 94 MHz are suitable for this purpose.

We use the (strongest) 88.0 MHz transmitter to fix the station's clock offsets modulo its period, 11,364 ns. The remaining ambiguity is resolved using trial and error in the waveform analysis, incrementally adding outer-core stations to the (already calibrated) inner core data. As 11 ns is large compared to the expected waveform arrival time delays between stations, there is only one best-fitting solution.

Differences in filter characteristics or propagation effects between antennas in a station are expected to average out over an entire station, leading to a calibration of the station clock offsets to about 0.3 ns precision.

### 3.3. Shower parameters

An independent reconstruction of the shower is performed based on the detected particle density in each scintillator detector, as described in [18]. This yields the direction and location of the shower axis, as well as an energy estimate. However, these reconstructed values are only reliable for a restricted parameter space; for example the shower axis should fall inside the instrumented...
area. In order to retain a substantial set of showers for this analysis, these cuts are not applied to the set of radio measurements. Therefore, we do not have reliably reconstructed shower axis locations for all measured air showers and the core positions are only used as initial estimates that are optimized later (see Section 4.4). The reconstructed direction inferred from particle densities is however independent of the quality of other reconstructed quantities.

4. Reconstructing the wavefront shape

From the arrival time of the pulse in different radio antennas, and the information from the particle detector array, we find the shape of the wavefront using the following procedure.

4.1. Plane-wave approximation and curvature

We infer the general direction of the incoming pulse by obtaining the best-fitting plane wave solution to the arrival times of the radio pulse:

\[ ct_i = A x_i + B y_i + C, \]

where \( t_i \) and \((x_i, y_i)\) are the arrival times and antenna positions respectively. This holds for an antenna array for which all antennas lie in the same plane at constant \( z \), which is true for LOFAR’s inner core region. The fitted parameters \( A \) and \( B \) yield the azimuth angle \( \phi \) and zenith angle \( \theta \), from the relations

\[ \theta = \arcsin \left( \sqrt{A^2 + B^2} \right), \]

\[ \phi = \frac{\pi}{2} - \arctan(B/A), \]

where the angle from the arctangent is taken in the appropriate quadrant. The global offset \( C \) is not used here. We can subtract the arrival times of the best-fitting plane wave from the measured times. This gives the curvature of the wavefront with respect to the array barycenter, defined as the average of the \((x, y)\) coordinates for antennas with data.

4.2. Shower plane geometry

Given the shower axis position and direction, we can make a one-dimensional plot of the wavefront as a function of the distance to the shower axis. This assumes axial symmetry of the wavefront. In order to do this, all antenna positions are projected into the shower plane (defined by the shower axis as its normal vector), see Fig. 4. A one-dimensional function describing the wavefront curvature can then be fitted to the arrival times as a function of distance to the shower axis.

The projection into the shower plane is (by its definition) performed along lines parallel to the shower axis. This is an approximation, as the true wavefront is not planar, but has a small deviation angle \( \alpha \) with respect to the shower plane. The angle may depend on the distance to the shower axis but can generally, for large distances be taken close to 1°. Projecting perpendicular to the true wavefront rather than the shower plane would give, to first order in \( \alpha \), a correction to the projected distance to the shower axis \( r \), of \( \Delta r / r = \tan(\alpha) \tan(\theta) \). For zenith angles below 45°, and for the longest distances in our dataset of about 500 m, this could introduce a timing uncertainty (scatter) of at most 0.5 ns at the largest distances (or 0.3 ns for typical zenith angles around 30 degrees). This is comparable to the calibration uncertainty between LOFAR stations’ clocks (see Section 3.2). A possible bias from an asymmetric antenna layout would be no larger than 2% on the estimated angle \( \alpha \) and would not change the best-fitted shape.

Therefore, for the purpose of this analysis we apply the shower-plane projection, noting that in a detailed comparison with simulations, and for very large and/or inclined air showers, a two-dimensional fitting procedure may be favored.

Fig. 5. Relative arrival times for an example air shower measured with the LOFAR low band antennas. Circles indicate LBA antenna positions and their color corresponds to the measured pulse delay with respect to the best fitting plane wave solution. The shower axis (as determined from the particle detector data) is indicated by the blue line corresponding to the azimuthal arrival direction and cross where it intersects the ground.
4.3. Fitting the wavefront shape

Various wavefront shapes have been proposed; we test a conical and spherical shape, such as argued for in [12]. We also test a hyperboloid; this is a natural function with 2 parameters that combines a curved shape for small distances, and a conical shape for large distances.

The fit functions, for the arrival time differences with respect to a plane wave as a function of distance to the shower axis, are those for a line (cone), a circle (sphere) and a hyperbola (hyperboloid) respectively:

\[
ct_{\text{con}}(r) = s r, \quad (7)
\]
\[
ct_{\text{sph}}(r) = \sqrt{R^2 + r^2 - R}, \quad (8)
\]
\[
ct_{\text{hyp}}(r) = -a + \sqrt{a^2 + b^2 r^2}, \quad (9)
\]

where \(s\) is the cone slope, \(R\) the radius of the sphere, and \(a\) and \(b\) are the parameters of the hyperboloid. These three functions are fitted in a standard non-linear least squares approach; the shower core \(x\) and \(y\) positions, needed to get the distance \(r\), are used as free parameters in the fit, as explained further in the next section. We keep for each fit type the best fitting parameters as well as the fit quality, as measured by the unreduced \(\chi^2\) value

\[
\chi^2_{\text{type}} = \sum_{i=0}^{N_{\text{antennas}}} \frac{(t_{\text{type}}(r_i) - t_i)^2}{\sigma_i^2}, \quad (10)
\]

where \(t_i\) is the arrival time of the pulse maximum at antenna \(i\) corrected for the best fitting plane wave solution and \(\sigma_i\) the corresponding uncertainty calculated using Eq. (3).

4.4. Considerations for fit stability

As the arrival time differences from a plane wave solution, and thus the shape of the wavefront, are sensitive to the direction and location of the shower axis, we include these as free parameters in the fitting procedure. If the core position would be well known, e.g. from signal amplitudes and/or comparison with simulations, each fit would have fewer degrees of freedom. Therefore typically, comparing the fit qualities of each shape, we find a lower bound to the differences with respect to the best fit.

To prevent the fit from becoming unstable or finding only local minima we choose a nested approach. For every trial of the shower axis location, we optimize the direction; for every trial of the direction, we calculate the best-fit curve parameters using a nonlinear least-squares solver. Furthermore, to prevent the shower axis location search from getting stuck in a local minimum it is first optimized on a 500 m by 500 m grid in steps of 100 m and only in later iterations optimized further using a Nelder–Mead simplex optimization, starting from the optimal grid position.

4.5. Including particle detector information

When optimizing the shower axis location, it might happen that the position is not well constrained due to the geometric distribution of the measurements. Furthermore, fitting a non-correct wavefront may also lead to an unphysical shower axis location. Typically this takes the form of the shower axis location moving too far away from the measured barycenter. The data from the particle detectors provide a further constraint on the shower axis location. The lateral distribution of the signal (number of particles as a function of distance to the shower axis) is well described by a Nishimura–Kamata–Greisen function (NKG) [21,22] and will restrict the position of the shower axis. Therefore, in the fit...
procedure we also re-fit the particle detector data using an NKG-function and add the (unreduced) $\chi^2$ of this fit to the total $\chi^2$ to minimize. This has a small influence when the shower axis location is within reasonable distances (due to the much larger number of radio measurements) but starts to dominate when the shower axis location moves to a position not supported by particle data. Note that the stored $\chi^2_{\text{type}}$ of the optimal curve fit does not include the particle fit $\chi^2$.

4.6. Thunderstorm observations

It has been reported that measured radio signals of air shower are amplified during thunderstorm conditions, which is attributed to the acceleration of electrons and positron in the electric fields [23]. In order to avoid a bias in the wavefront analysis, we have excluded one air shower that was measured during thunderstorm conditions. As the current dataset was taken without a local electric-field meter, the definition of thunderstorm conditions is based on lightning detections as provided by the Royal Dutch Meteorological Institute [24]. This cut does not account for local electric fields that do not manifest in lightning strikes. A local electric field meter is currently being installed at LOFAR. Future analyses will investigate the effects of the local electric field on air shower radio emission in more detail.

5. Results

An example shower is shown in Fig. 5. This plot shows the layout of the LOFAR low-band antennas in the inner-core region. The colors show deviations from the best-fitting plane-wave solution, increasing outward from the center of the array.

5.1. Wavefront shape

The resulting best fitting wavefront shapes are given in Fig. 6(a)–(c) for a hyperbolic, conical and spherical wavefront, respectively.

![Fig. 7. Fitted shower core positions for the shower in Fig. 6, for the different wavefront shapes. Note that the core position determined by the LORA particle detector array is not reliable for this particular air shower since it is located at the edge (or even outside) of the instrumented area.](image)

![Fig. 8. Fit quality for a hyperbolic (top), conical (middle) and spherical (bottom) wavefront shape.](image)
The wavefront shape of this air shower is best fitted by a hyperbola due to significant curvature near the shower axis. The shower core position, left as free parameters in the fitting procedure, is significantly different for the three fits, as shown in Fig. 7. Fig. 8 shows the $\chi^2$/ndf values obtained for all showers. From these distributions it is not immediately evident which wavefront shape (if any) is favored. However, these distributions do not reflect the often significant differences in fit quality for a single shower. Furthermore, even if the wavefront shape were always hyperbolic one would still expect to see shapes that appear conical or spherical for individual showers depending on the shower geometry and the part of the shower front that is sampled by the detector.

In order to check which wavefront shape is favored by the overall dataset we perform a likelihood ratio test. The test statistic for the conical case is:

$$D = -2 \ln(\text{likelihood hyperbolic}) - \ln(\text{likelihood conical})$$

for individual showers depending on the shower geometry and the part of the shower front that is sampled by the detector.

$$D = \sum \chi^2_{\text{con}} - \chi^2_{\text{hyp}}$$

Fig. 9. Angular difference between reconstructed shower axis direction for three wavefront shape assumptions. Assuming a planar wavefront shape typically introduces an error in the direction of up to ~1°, when the shape is in fact hyperbolic (top plot). The differences in reconstructed direction between a conical and hyperbolic wavefront shape are approximately a factor of ten smaller (bottom plot).
where the sum \( k \) is over all \( N \) showers. For an appropriate choice of parameters the hyperbolic function can turn into either a conical or a spherical function. Thus, the solution space of the spherical and conical fits are subsets of the solution space of the hyperbolic fit. Therefore (if the fit converged correctly) the hyperbolic fit will always have a lower \( \chi^2/\text{ndf} \) value, even when the wavefront shape is intrinsically spherical or conical.

Under the null hypothesis that the wavefront shape is intrinsically conical (or spherical) the test statistic \( D \) should follow a \( \chi^2(N) \) distribution. For large \( N \), the \( \chi^2(N) \) distribution approximates a Gaussian with mean \( N \) and standard deviation \( \sqrt{2N} \). From the data we obtain the value \( D = 6.309 \). The probability for this value to occur if the shape is conical is effectively zero, \( p < 10^{-9} \), as the \( D \)-value is very far out of the distribution range.

There are two possible reasons for obtaining a higher value. Either the timing uncertainties are underestimated or the wavefront shape is generally not conical. Given the obtained reduced \( \chi^2 \) values of the hyperbolic fit, averaging to 1.98, it is unlikely that the uncertainties are underestimated by more than a factor \( \sim 1.5 \). This is not enough by far to explain the measured value of the test statistic. Therefore we reject the null hypothesis that the wavefront shape is conical. Using the same procedure we also reject a spherical wavefront shape, with \( D = 16.927 \) and correspondingly an even (much) lower \( p \)-value. Moreover, the lack of overall structure in the residuals of the hyperbolic fits (at our timing precision) argues against a more complicated wavefront shape. Therefore we conclude that the wavefront shape is hyperbolic. Furthermore, we do not see any evidence for a deviation from rotational symmetry (around the shower axis). So this is either not present, or is not resolvable with the current timing resolution.

5.2. Direction reconstruction

Comparing the reconstruction of the shower axis direction for the best fitting hyperbolic wavefront to the planar wavefront solution, in the top panel of Fig. 9, we see that the latter deviates by up to \( \sim 1° \). Therefore, using a non-planar wavefront shape leads to an improvement in reconstruction precision of the air shower direction.

As can be seen from the bottom panel in Fig. 9 however, the exact shape of the non-planar wavefront is less important. The difference between the reconstructed direction using a conical or hyperbolic wavefront shape is typically less than 0.1°. Since a conical fit contains one less free parameter this may be more practical in reconstruction software. However, a planar fit does not depend on the position of the shower axis or the exact shape of the wavefront and is thereby more robust and more suitable for standard reconstruction software when higher precision is not required.

5.3. Correlations with air-shower parameters

From [12] it is expected that the shape of the radio wavefront depends on air-shower parameters and the distance to the shower maximum in particular. Since, for a shower with the same \( X_{\text{max}} \) the distance to shower maximum increases with increasing zenith angle (\( \theta \)), the shape of the radio wavefront is also expected to depend on the zenith angle. This can be seen in Fig. 2 where the radius of curvature of the inner part, its extent and the slope of the conical part are all expected to depend on the distance to the last emission point. This in turn would depend on \( X_{\text{max}} \).

Similar to [12], we can take e.g. the time lag of the radio wavefront at \( r = 100 \) m, with respect to the arrival time of the emission along the shower axis (\( r = 0 \)). It is not possible to use the hyperbola parameter \( b \) (the slope of the asymptote) directly, as in some cases the asymptotic regime is (far) outside the data range. Fig. 10 shows the time lag at \( r = 100 \) m as a function of zenith angle. We find a weak correlation with a Pearson correlation coefficient of \( -0.32 \). The probability of obtaining this value for uncorrelated data is \( 4 \times 10^{-5} \).

To give an order of magnitude of the angular deviation between the measured wavefront and the shower plane, we can use \( t_{100} \) to get

\[
\alpha = \frac{c t_{100}}{100 \text{ m}},
\]

which is on average 0.11 rad = 0.63°. As the hyperbola becomes steeper further out, we could also use \( t_{250} \) instead (still inside the data range), which would give on average 0.94°. These numbers

---

**Fig. 10.** Time lag of the radio wavefront at \( r = 100 \) m, with respect to the arrival time of the emission along the shower axis (\( r = 0 \)), as a function of zenith angle. Arrival times are obtained by evaluating the best fitting hyperbolic fit at \( r = 100 \) m. Uncertainties on \( t_{100} \) represent one standard deviation of the scatter around the best fitting hyperbolic fit over the full range of \( r \), which are typically a factor \( \sim 1.5 \) larger than the timing uncertainty for individual antennas.
agree qualitatively with the average deviation angle from a plane of 0.83° found by Schröder et al. [12]. The small angle of less than one degree explains why precise timing is required in order to measure the wavefront shapes.

In practice however, it appears to be difficult to use wavefront timing by itself to determine (the distance to) \( X_{\text{max}} \). This is due to the strong interdependency of the shower axis position and the exact shape of the wavefront. While the wavefront shape remains hyperbolic when moving the shower axis location around, the curvature near the axis as well as the slope further out change. Therefore it is best to combine timing information with other information available on the shower. This information may come from the particle detectors, or from the radio data in the form of the intensity pattern at ground level. It has already been shown that the radio intensity pattern itself is highly sensitive to \( X_{\text{max}} \) [25]. Combining this technique with timing information will improve the precision of these measurements.

6. Conclusions

We have shown that the wavefront of the radio emission in extensive air showers is measured to a high precision (better than 1 ns for each antenna) with the LOFAR radio telescope. The shape of the wavefront is best parametrized as a hyperboloid, curved near the shower axis and approximately conical further out. A hyperbolic shape fits significantly better than the previously proposed spherical and conical shapes.

Reconstruction of the shower geometry using a hyperbolic wavefront yields a more precise determination of the shower direction, and an independent measurement of the core position. Assuming the resulting reconstructed direction has no systematic bias, the angular resolution improves from \( \sim 1° \) (planar wavefront) to \( \sim 0.1° \) (hyperbolic). This assumption will be tested in a future simulation study. This improvement will be of particular importance for radio \( X_{\text{max}} \) measurements for highly inclined showers where small deviations in arrival angle correspond to large differences in the slanted atmospheric depth.

The high antenna density and high timing resolution of LOFAR offer a unique opportunity for a detailed comparison with full Monte Carlo air shower simulations, including the arrival time measurements presented here. Furthermore, efforts to integrate timing information within the \( X_{\text{max}} \) measurement technique from [25] are currently ongoing.
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