Cosmic ray energy reconstruction from the $S(500)$ observable recorded in the KASCADE-Grande air shower experiment
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ABSTRACT

The energy reconstruction at KASCADE-Grande is based on a combination of the shower size and the total muon number, which are both estimated for each individual air shower event. We present investigations where we employed a second method to reconstruct the primary energy using $S(500)$, which are the charged particle densities inferred with the KASCADE-Grande detector at a distance of 500 m from the shower axis. We considered the attenuation of inclined showers by applying the “Constant Intensity Cut” method and we employed a simulation-derived calibration to convert the recorded $S(500)$ into primary energy. We observed a systematic shift in the $S(500)$-derived energy compared with previously reported results obtained using the standard reconstruction technique. However, a comparison of the two methods based on simulated and measured data showed that this shift only appeared in the measured data. Our investigations showed that this shift was caused mainly by the inadequate description of the shape of the lateral density distribution in the simulations.

1. Introduction

Experimental studies of cosmic rays are mainly concerned with inferring the arrival direction, the energy spectrum, and the elemental composition of primary cosmic radiation. The primary energy spectrum falls steeply and extends up to $10^{20}$ eV. Two features are clearly visible in the spectrum in the form of two spectral index changes. These features produce a spectrum shape similar to...
a bent human leg, and thus they are referred to as knee (steepening of the spectrum) and ankle (flattening). These two features are strongly correlated in models for describing their source (e.g., [1, 2]). In general, it is accepted that toward the highest energies ($E_0 > 5 \times 10^{18}$ eV), the component above the ankle is most likely to be of extragalactic origin [3]. Toward the lower energies (i.e., $E_0 \approx 4 \times 10^{15}$ eV), the knee is caused by the rigidity-dependent extinction of the light component in the galactic radiation.

The KASCADE-Grande [4] experiment was designed to record extensive air showers (EAS) in the $10^{16}$–$10^{18}$ eV energy range to address questions regarding the transition to extragalactic radiation. Recent results obtained by KASCADE-Grande [7] showed that the flux of cosmic rays is in very good agreement with the results of other experiments (e.g., KASCADE [5], EAS-TOp [6]). The all-particle energy spectrum determined by KASCADE-Grande exhibits a hardening of the spectrum at $2 \times 10^{16}$ eV, a knee-like feature at around $10^{16.02}$ eV due to heavy primaries, and an ankle-like hardening at $10^{17.08}$ eV due to the light component [7–9]. These results were obtained by a reconstruction technique based on an $N_{\mu} - N_{e}$ correlation (i.e., total shower size – muon size) to infer the primary energy from the data recorded by KASCADE-Grande.

In this study, we present a second approach for reconstructing the primary energy obtained using KASCADE-Grande. We applied this approach independently of the standard method and to the same shower sample, thereby facilitating subsequent cross-checks of the results. The new method is based on a specific primary energy estimator, i.e., the attenuation-corrected charged particle density at a distance of 500 m from the shower axis, $S(500)$. The interest in this observable (i.e., the signal at a fixed radial distance) is particularly justifiable for a loosely spaced detector array such as AGASA [10], where the total shower size cannot be evaluated on an event-by-event basis (although this is not the case in the KASCADE-Grande experiment).

2. KASCADE-Grande

The KASCADE-Grande [4] detector array was situated at the site of the Karlsruhe Institute of Technology – KIT, Campus North, Germany (49° N, 8° E) at 110 m a.s.l. It had a roughly rectangular shape with a length of 700 m (Fig. 1 left) and it comprised a multi-detector system. Several types of detectors enabled the measurement of different extensive air shower (EAS) observables. The research described in this study was based on measurements of the lateral distribution of charged particle densities in EAS.

Historically, the KASCADE-Grande detector was an extension of a smaller array, the KASCADE [5], which operated from 1996. KASCADE was a complex detector that aimed to clarify the origin of the knee in the primary energy spectrum. Thus, it was designed to record air showers initiated by primaries with energies in the $10^{14}$–$10^{16}$ eV range. KASCADE was designed to record numerous observables associated with the electromagnetic, muonic, and hadronic EAS components.

The decision to extend the KASCADE array was motivated by the need to expand EAS observations toward primary energies in the $10^{16}$–$10^{18}$ eV range, thereby focusing on the expected transition from galactic to extragalactic cosmic rays. In particular, measurements in this energy range could clarify whether a second knee-like structure exists in the energy spectrum. However, recording higher energy air showers presented specific challenges, which guided the extension of KASCADE to KASCADE-Grande. EASs initiated by higher energy primaries contain more particles and they cover a wider area at the observation level. These showers tend to saturate the detectors close to the shower core. Furthermore, in order to better describe larger events, it is necessary to sample information from a wider radial range in the lateral particle density distributions. Another issue is that larger EAS events (produced by higher energy primaries) occur less frequently. The solution was to expand the sensitive area of the existing detector by installing an additional array (the Grande array) with an increased spacing between stations and by covering a wider area, thereby creating KASCADE-Grande.

The Grande array comprised 37 detector stations (formerly part of the EAS TOP array [6]), which were arranged on the ground in a roughly hexagonal grid with a spacing of about 140 m (Fig. 1 left). Each station comprised a metal hut housing 16 plastic scintillation detectors organized in a $4 \times 4$ pattern (Fig. 1a). Each scintillator was $80 \times 80$ cm$^2$ wide and 4 cm thick, and it was enclosed by a pyramidal steel casing (Fig. 1b). The scintillator was viewed from below by a high gain photo-multiplier. The four central modules in each station were also equipped with low gain photomultipliers. The total effective area was 10 m$^2$ per station.

KASCADE-Grande was in operation from 2003 until 2013, after which it was dismantled.

3. Reconstruction of $S(500)$

3.1. $S(500)$ as an energy estimator

Previous studies have shown that the charged particle density in air showers becomes independent of the primary mass at a large but fixed distance from the shower axis, and that it can be used as an estimator for the primary energy [11]. According to a comparison of p and Fe initiated showers, the $e^{+}/e^{-}$ excess in p showers diminish toward lower radial ranges as the distance to the shower axis increases because the electrons are absorbed. In addition, the muon excess in the Fe showers gradually becomes more important at larger radial ranges. Based on this trend, for a given radial range, this behavior produces overlapping of the lateral distributions (Fig. 2) and the value of the charged particle density becomes mass independent in that location. This distance is specific for a given experiment because it depends on the observation level as well as on the detector threshold and the sensitivity to the charged particle component. Based on this property, a method was derived to reconstruct the primary energy from the particular value of the charged particle density observed at specific radial distances. In the AGASA experiment, this technique was applied at a distance of 600 m to the shower axis [10]. For the KASCADE-Grande array, detailed simulations [12] have shown that the particular distance at which this effect occurs is about 500 m (Fig. 2); hence, the notation $S(500)$ for the charged particle density at a distance of 500 m from the shower axis. The distance is measured on a plane normal to the shower axis and containing the shower core. The property of mass independence is also visible in Fig. 3, which shows the correlation between the energy estimator $S(500)$ and the primary energy for different primary masses.
It must be stressed that the properties of the $S(500)$ observable have been predicted by simulation studies based on the QGSJet-II-2 hadronic interaction model and it is entirely possible that simulations based on other interaction models could predict different mass-independent observables. However, tests have shown that in the case of KASCADE-Grande, the $S(500)$ remains usable [17] with other models such as EPOS 1.99 [18], QGSJet-II-4 [19], and EPOS-LHC [20].

3.2. Event selection

Simulated showers are used for fine tuning the reconstruction procedure as well as for calibrating the observable of interest, $S(500)$ with the primary energy. We applied the analysis in an identical manner to simulated and experimental events using the same reconstruction procedure.

We simulated air showers using the CORSIKA [13] Monte Carlo EAS simulation tool, with the QGSJet-II-2 [14] and FLUKA [15,16] models embedded. A thinning procedure was not applied. The set of simulated showers included events simulated for five primaries (p, He, C, Si, and Fe in fairly equal proportions) with a continuous energy spectrum between $10^{15}$ and $3 \times 10^{18}$ eV, and with a spectral index $\gamma = -2$ that was harder than the measured data. The harder spectral index allowed a faster increase in the statistical accuracy at higher energies by not simulating as many showers at lower energies compared with a $\gamma \approx -3$ sample. The spectral index obtained from simulations is significantly different from the experimentally observed index, so a weighting was applied to simulated events in most subsequent studies to emulate a softer energy spectrum $\gamma = -3$. About $3 \times 10^5$ events were simulated for each primary. The arrival direction of showers was isotropical and the shower cores were spread randomly on an area larger than the fiducial area, where we omitted the nearest and farthest corners relative to the KASCADE array in order to minimize under- and over-estimation of the muon number, which is important for the standard reconstruction approach [7]. In the present study, at least 25 triggered stations were required in every event. For a station to be valid, it had to provide trigger time information and be correlated with the event within a given time window. Another quality cut considered the zenith angle of incidence, which was limited to up to 30°. This condition was intended to minimize geometrical effects due to shower inclinations and to reduce the fraction of showers with no information in the lateral density distribution at large radial ranges. Following these quality cuts and considering the chosen fiducial area, there were 28 triggered stations on average in each event. About half of all the events had recorded data at 500 m. Thus, most of the triggered stations were less than a distance of 500 m from the shower axis. The acceptance of the experiment under the aforementioned assumptions for the fiducial area and zenith angle was $1.28 \times 10^5$ m² sr. The total acquisition time was 1503 days, thereby leading to an exposure of $1.66 \times 10^{13}$ m² s sr.

3.3. Reconstruction of $S(500)$

The reconstruction procedure described in the following was applied without any changes to both the simulated and experimental events [21].

The KASCADE-Grande detector stations recorded the energy deposits of particles and associated temporal information (arrival times of particles) without disentangling the particle type (e.g., muons from electrons). The temporal information was used to reconstruct the zenith and azimuth angles of the shower axis [22]. The recorded energy deposit was converted into particle densities using appropriate lateral energy correction functions (LECF) [23] while considering the arrival direction of the shower and the azimuthal position of each station around the shower axis.

For both the experimental and simulated events, the energy deposit information is usually given in the detector plane. However, the particle densities were reconstructed in the plane normal to the shower axis [24] because the shower properties were more clearly elucidated in this plane. In order to project the shower information from the detector plane onto the normal plane, special care was taken to avoid its distortion. For an inclined shower, the particle density around the shower core at a given radial range can vary due to differences in particle absorption and scattering in the atmosphere. A relevant example is the case of particles in the lower half of the EAS particle front compared with those in the upper half for an inclined shower. The particles in the lower part of the EAS front will travel a shorter distance through the atmosphere before reaching the detector level. If the detectors are placed predominantly under the shower axis, then the particle density would be underestimated (in the opposite case, the density would be overestimated). Furthermore, the angle of incidence of particles in detectors would be different in the two cases because the particles have a transverse momentum and they do not propagate parallel to each other or to the shower axis. The error in the density affects both the reconstructed shower size and the accuracy of shower core reconstruction. Therefore, we introduced a procedure to compensate for the attenuation of inclined showers. In addition,
we considered the dependence of energy deposits on the angle of incidence for the particles. To calculate the charged particle density at distance of 500 m from the shower axis, the lateral density distribution was approximated with a three-parameter Linsley function (Eqs. (1) and (2)) [25] (in the analysis, we excluded information within a small radial range around the shower core to avoid effects introduced by saturated stations):\(^4\)

\[
\rho_{ch} = \frac{N}{r_0} \cdot C(\alpha, \eta) \cdot \left( \frac{r}{r_0} \right)^{-\alpha} \cdot \left( 1 + \frac{r}{r_0} \right)^{-(\eta - \alpha)}, \tag{1}
\]

where

\[
C(\alpha, \eta) = \Gamma(\eta - \alpha) \cdot \left[ 2\pi \cdot \Gamma(2 - \alpha) \cdot \Gamma(\eta - 2) \right]^{-1} \tag{2}
\]

\(\rho_{ch}(r)\) – charged particle density at distance \(r\) [m] from the shower core;

\(N\) – shower size (in this case, the total number of charged particles);

\(r_0\) – Molière type radius [m];

\(r\) – radius [m];

\(\alpha, \eta\) – two shape parameters.

The shower core was reconstructed iteratively. In the first approximation, it was obtained as the center of mass of the energy deposits at the stations. Next, this result was refined using a Linsley fit of the lateral distribution, where the \(\alpha\) and \(\eta\) parameters were fixed. A similar iterative method was used in the standard reconstruction at KASCADE-Grande. The shower core reconstruction was applied in an identical manner for the data and simulated events.

**Fig. 4** shows that the fraction of successfully reconstructed \(S(500)\) observables in the simulated events exceeded 95% at around \(\log_{10}(E_0/\text{GeV}) = 7.5\). The fluctuations around a value of 1 for the energies \(\log_{10}(E_0/\text{GeV}) \geq 7.5\) were due mainly to the fluctuations in the reconstructed shower cores inside or outside the fiducial area used for shower selection. Approximately \(9.0 \times 10^3\) experimental events passed all of the imposed selection cuts and the \(S(500)\) was reconstructed successfully. In contrast to the \(S(500)\)-based method, the full efficiency of the standard reconstruction procedure [7] (based on \(N_{ch} - N_{500}\)) was reached at lower energies, \(E_0 \approx 10^{16}\) eV. This was due mainly to the shower selection procedure.

\(^4\) To applying an independent analysis, we also selected a different lateral density function compared with the standard approach. However, previous studies have shown that both functions work equally well when determining \(S(500)\) (for both simulated and experimental events).

**Fig. 5**. The measured \(S(500)\) spectrum after CIC correction.

\[E_0 = C \times S(500)^\gamma\]

\(\gamma = 0.915 \pm 0.002\)

\(\theta \in [18^\circ, 24^\circ]\)

**Fig. 6**. \(E_0\) – \(S(500)\) correlation where the dots represent the profile of the scatter plot with box errors to show the spread of the data and the errors of the mean are dot-sized. The continuous line is a power law fit with \(\gamma = 0.915 \pm 0.002\).

**Section 3.2**, which was employed to maximize the reconstruction quality of \(S(500)\) at the expense of a slight reduction in efficiency. The recorded \(S(500)\) values could not be converted directly into the primary energy without first considering the difference in the attenuation of inclined events in the atmosphere, which was achieved by applying the constant intensity cut (CIC) method to correct all of the recorded \(S(500)\) values as if the showers were coming from a fixed zenith angle (Appendix A). The zenith angular distribution in the \(0\)–\(30^\circ\) peaked at \(\approx 21^\circ\), so this value was selected as the CIC reference angle. The measured \(S(500)\) spectrum is shown in **Fig. 5**.

### 4. Energy reconstruction

#### 4.1. Energy reconstruction using \(S(500)\)

A calibration derived from simulated showers with a zenith angle around the CIC reference angle and with a mass composition of five primaries in fairly equal proportions. **Fig. 6** shows the calibration obtained using CORSIKA simulations with QGSJet-II-2. The calibrations obtained for the other interaction models were very similar and thus they are not shown. The calibration was a power law function as found in Eq. (3) and it was used to convert all of the attenuation-corrected \(S(500)\) values to the corresponding primary energy:

\[E_0 = C \cdot S(500)^\gamma\]

with \(C\) – a constant; and \(\gamma\) – the slope index of the power law dependency.

Under the assumptions of the QGSJet-II-2 model, the energy calibration was found to be composition independent. We calculated the energy resolution in order to test the ability of the
where the lateral particle density was very small or there was no particles but still below 10%. This occurred in the case of small showers (i.e., the energy resolution) had an overall value of 25% and it improved slightly as the energy increased, which was due to a decrease in the statistical fluctuations in the shower at higher energies. For simulated showers, we can conclude that both reconstruction methods performed in a similar manner because the results obtained agreed reasonably well with the other. At the highest energy, we found that less events could be reconstructed with the true energy due to the presence of low statistics in the simulated sample.

Next, a similar test was performed using the experimentally recorded data. Fig. 9 plots the ratio of the reconstructed primary energy obtained from the described approach \(E^{(500)}_P\) relative to that from the standard reconstruction \(E^{N-\mu}_P\) for an experimental shower sample reconstructed using both methods. It can be seen that unlike the simulations in (Fig. 8), for the data, \(E^{(500)}_P\) had systematically higher values (up to 30%) than \(E^{N-\mu}_P\). This difference was not constant over the entire accessible energy range and it appeared to diminish at the highest energies above \(\log_{10}(E^{N-\mu}_P/[GeV]) \approx 8.4\). This was probably due to the variation with energy in the ratio between the electron and muon sizes, which was not reflected in the \(S(500)\) value.

The energy spectrum based on the \(S(500)\) observable could be determined by applying a correction to the estimated resolution using a response matrix (unfolding). However, we observed a systematic shift in the estimated energy compared with that when the standard method was applied to the KASCADE-Grande detected events, so we investigated the source of this shift. The unfolding procedure, the determination of the spectrum, and a discussion of the uncertainties were described in Appendices B and C.

4.3. Discussion

Given that we used the same procedure to reconstruct both the simulated and experimental data, the disagreement between the two data reconstructions (although they were in good agreement in the simulation) might indicate that certain features of the EAS were not described accurately by the simulations. These features might comprise the shape of the lateral distribution, the shower size, the position of the shower maximum, and the attenuation of the particle number in the atmosphere. Thus, we compared the shower size \(N_{ch}\) for the p and Fe simulations, as well as for the experimental data, by selecting showers in the same narrow energy range (with the same \(S(500)\)). For showers detected by KASCADE-Grande in the \(10^{18} - 10^{19}\) eV energy range, we expected that for a given \(S(500)\) (i.e., fixed energy), the observed \(N_{ch}\) would be in a range delimited by the p and Fe assumptions [12]. We used the value of \(N_{ch}\) inferred on an event-by-event basis from a modified NKG fit [27] of the lateral distribution, as used in the standard approach [7] (Fig. 10). For various \(S(500)\) ranges in Fig. 10, we observed that the data did not satisfy the expectations and they indicated that the mass composition was heavier than Fe. This agreed with the results shown in Fig. 11, which compares the averaged lateral density distributions for the simulated showers.
Correlation between the NKG-derived shower size $N_{ch}$ using the standard approach and the $S(500)$ for $p$ and Fe simulated events, and for the experimental data.

The experimental lateral distribution was outside the $p$ and Fe predictions toward the elements heavier than Fe.

We evaluated this disagreement in more detail. Based on Fig. 10, we imposed a change on an event-by-event basis for the measured $S(500)$ by decreasing the reconstructed $S(500)$ values with a value of $\Delta \log_{10} S(500)$ at $\theta = 21^\circ$. The value $-0.1$ for this correction was the minimum that had to be introduced in order to satisfy the QGSJet-II-2 ($p$,Fe) range prediction over the entire energy range accessible to KASCADE-Grande (see Fig. 10).

The shallower lateral density distribution desired at large radial ranges is consistent with older showers starting higher in the atmosphere, which translates into a larger cross-section for the primary energy. However, this solution appears to contradict the latest results obtained with the Large Hadron Collider (LHC)\textsuperscript{5} [28,29], which do not encourage further increases in the cross-sections in most models. Therefore, an even larger cross-section for the primary does not appear to be a solution that would improve the agreement between the data and simulations.

In the second approach, it is likely that increasing the muon content at large radial ranges in the simulated showers could have increased the curvature of the lateral distribution given that the ratio $N_{\mu}/N_{ch}$ was not constant over the entire radial range in the lateral distribution. At large radial ranges, the electron component is practically extinct and the charge component at such ranges is dominated by muons. Two possible mechanisms for increasing the muon content at large radial ranges are increasing the muon multiplicity (thereby resulting in an overall increase in the number of muons), or increasing the muon lateral spread (which produces a flattening in the resulting spectrum was also comparable to that published within the range of the systematic uncertainties, see Appendix C).

Therefore, we concluded that the systematic shift between the two KASCADE-Grande results occurred mainly because the simulations did not accurately describe the shape of the lateral density distributions, where they appear to be excessively steep at large radial ranges compared with the data. The $S(500)$-based method samples most of its information from a reduced radial range at 500 m from the shower axis, so this method is probably more sensitive to inaccuracies in the shape of the simulated lateral distribution than the standard approach, which samples data from the entire radial range of the lateral density distribution. This is equivalent to saying that a significant (according to the simulations) disagreement in shape at 500 m from the shower axis may have a significantly lower influence on the integrated value $N_{ch}$. This picture appeared to change at higher energies, where $S(500)$ was already in the steeper part of the lateral distribution. However, the statistics were low, so we could not decide whether 500 m was still an appropriate distance for obtaining an unbiased energy determination.

In the following, we discuss two physics-based possibilities to explain the different lateral shapes of the charged particles in EAS according to the simulations and data.

- The shallower lateral density distribution desired at large radial ranges is consistent with older showers starting higher in the atmosphere, which translates into a larger cross-section for the primary energy. However, this solution appears to contradict the latest results obtained with the Large Hadron Collider (LHC)\textsuperscript{5} [28,29], which do not encourage further increases in the cross-sections in most models. Therefore, an even larger cross-section for the primary does not appear to be a solution that would improve the agreement between the data and simulations.

- In the second approach, it is likely that increasing the muon content at large radial ranges in the simulated showers could have increased the curvature of the lateral distribution given that the ratio $N_{\mu}/N_{ch}$ was not constant over the entire radial range in the lateral distribution. At large radial ranges, the electron component is practically extinct and the charge component at such ranges is dominated by muons. Two possible mechanisms for increasing the muon content at large radial ranges are increasing the muon multiplicity (thereby resulting in an overall increase in the number of muons), or increasing the muon lateral spread (which produces a flattening in

\textsuperscript{5} The particle energy of 7 TeV at the LHC translates into a primary energy approximately $3 \times 10^{17}$ eV that of a proton impinging in the atmosphere.
Fig. 13. Averaged lateral charged particle density distributions similar to those in Fig. 11, but in this case, the simulations used the EPOS 1.99 (a), QGSJet-II-4 (b), and EPOS-LHC (c) models.

Fig. 14. These plots are similar to that in Fig. 9 but the S(500)-derived energy for KASCADE-Grande was inferred using calibrations based on simulations with EPOS 1.99 (a), QGSJet-II-4 (b), and EPOS-LHC (c).

When we derived the primary energy from $S(500)$ with a calibration based on EPOS 1.99 simulations, there was a systematic 10% decrease in the primary energy compared with that using the QGSJet-II-2 calibration. Thus, the observed discrepancy between the data and simulations was reduced (Fig. 14a), but it did not vanish completely, thereby indicating that simply increasing the muon multiplicity is not a straightforward solution to the problem. The tests with simulated showers based on QGSJet-II-4 and EPOS-LHC showed that these newer models also failed to make significant changes compared with their earlier versions (Figs. 13b, c and 14b, c) for this particular observable. However, a slight improvement could be identified in the post-LHC models compared with earlier versions.

In the $S(500)$-based method, the simulation-derived calibration is very sensitive to the shape of the simulated lateral distribution and even small deviations in the shapes of the distributions can have significant effects on the resulting energy spectrum. The same is true when we consider the fluctuations in the $S(500)$ observable itself. The detected charge particle density at a distance of 500 m from the shower core could have been accompanied by the lateral distribution but without affecting the muon size. These two mechanisms are not mutually exclusive and they could be combined to some extent. In addition, several other independent studies have shown that the measured muon component appears to be richer than that predicted by simulations (e.g., see [30,31]). A preliminary test of this hypothesis was performed using a set of CORSIKA simulations based on the EPOS 1.99 hadronic interaction model. One of the differences between EPOS 1.99 and QGSJet-II-2 for a given primary is that on average, the EPOS simulated showers will contain more muons (a feature that would clearly affect both reconstruction methods at KASCADE-Grande). Fig. 13a shows the averaged lateral density distributions in a similar manner to Fig. 11, but for simulations based on the EPOS 1.99 model. In addition, Fig. 13b and c shows similar plots for the QGSJet-II-4 and EPOS-LHC hadronic interaction models. With EPOS 1.99, there appeared to be better agreement between the data and simulations, although the experimental data were still not inside the (p, Fe) expected range and the shape was still flatter than that for the simulations.
significant fluctuations due to the small number of particles per station, or there were no data close to 500 m due to the array size in some cases. However, the sensitivity of this method to the shape of the lateral distribution can be changed into a positive feature when evaluating the simulation quality. In contrast to the S(500)-based approach, the method based on the \(N_\mu-N_\pi\) correlation infers the primary energy from the whole range of the lateral distribution and it is affected less by small deviations in the shape, local fluctuations, or a lack of information in the lateral distribution. Therefore, the reconstruction of the primary energy based on the charged particles and muon numbers (shower sizes) is more robust.

5. Conclusions

The primary energy spectrum of cosmic rays in the range of \(10^{16} - 10^{18}\) eV accessible to the KASCADE-Grande experiment was determined based on the correlation between the total number of charged particles and the muon number. In this study, we presented an approach for reconstructing the primary energy of individual measured air showers based on another energy estimator, i.e., the charged particle density at a distance 500 m from the shower axis, which is similar to that used in experiments such as Auger (S(1000)) [32] or AGASA (S(600)) [10]. According to the QGSJet-II-2 predictions, the S(500)-derived energy is composition-independent because the density of charged particles at a distance of 500 m to the shower axis is mass-insensitive in the special case of KASCADE-Grande. Thus, we studied simulated events before analyzing experimental data in order to evaluate the reconstruction quality and efficiency, as well as deriving a calibration curve \(E_0 - S(500)\). The analysis was applied in an identical manner to the simulated and experimental events.

The S(500)-derived primary energy exhibited a systematic shift compared with the results obtained using the standard reconstruction approach, but only in the case of the measured data. The simulations using both methods obtained energy determinations with similar good quality. We attributed this shift to disagreement between the shape of the simulated lateral distributions and the observed distributions. The simulated lateral distributions were excessively steep at large radial ranges compared with the data. The effect appeared to be much weaker at higher energies, which might be because KASCADE-Grande measured the particle densities only up to a core distance of 700 m, whereas for higher energies, muons dominate the lateral distributions only at larger distances. The inconsistency between the simulations and data was sufficiently large to explain most of the shift in the energy spectra obtained by the two methods. Methodical or detector effects can be excluded from having major effects because several tests were performed, including using different lateral distribution functions, independent analysis codes, and analyzing subsamples of the total shower sample.

We considered two possible solutions to improve the agreement between the data and the simulations. One solution (larger cross-sections) might be less suitable according to recent results obtained at the LHC, but the possible solution of predicting a higher muon multiplicity combined with spatially adjusted (i.e., flatter) muon lateral distributions appears to be more promising, which was supported by the results of preliminary tests based on the EPOS 1.99 and the newer post-LHC interaction models.

Compared with their earlier versions, the QGSJet-II-4 and EPOS-LHC hadronic interaction models did not significantly affect or improve the reconstruction of primary energy based on the S(500) observables.
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Appendix A. CIC method

Some EAS observables are greatly influenced at the detector level by the zenith angle of the shower because on average, the particles travel along paths with different lengths in the atmosphere depending on the zenith angle. This is the case for the S(500), which on average can have different values for the same primaries \((E_0, A_0)\) arriving from different zenith angles. We need to correct for this effect before performing an analysis simultaneously on all recorded EAS events. This is achieved by applying the CIC method [33]. This method is based on the assumption that for a given minimum primary energy above the full efficiency threshold, we should record the same flux of the primaries (i.e., air showers) from all zenith angles. This is analogous to saying that in the integral spectra from different zenith angles, equal intensity corresponds to the same primary energy.

We performed several CICs on the integral S(500) spectra corresponding to different zenith angles (Fig. A.15) and for each cut we established a correlation between the S(500) and the corresponding zenith angle (Fig. A.16). To build the integral S(500) spectra, we selected the zenith angular intervals from the range \([0°, 30°]\) so that they subtended equal solid angles. We fitted all of the values in Fig. A.16 simultaneously with a functional form derived from a second degree polynomial and we used this functional form as a correction function to account for the attenuation of S(500). All of the reconstructed S(500) values were corrected by bringing them to the value they would have at a chosen reference angle. In the present study, the reference angle was considered

\[E_0 - S(500)\]

\[\theta_0[0°,13.2°]\]

\[\theta_0[13.2°,18.8°]\]

\[\theta_0[18.8°,23.1°]\]

\[\theta_0[23.1°,27.7°]\]

\[\theta_0[26.7°,30°]\]

Fig. A.15. Integral S(500) spectra where the horizontal lines are CICs at arbitrarily selected intensities.

6 It should be noted that in case of the Auger Observatory, the calibration of the value was based on calorimetric measurements obtained by fluorescence telescopes, whereas simulations were used for AGASA and KASCADE-Grande.
to be 21°, since the zenith angular distribution for the recorded EAS sample peaked at this value. The uncertainty associated with each attenuation-corrected \(S(500)\) value was derived from the uncertainties in the attenuation lengths and the uncertainties introduced by the global fit of the CIC method (the uncertainty introduced by the global fit of all the points was also considered). Thus, the CIC correction was derived entirely from recorded experimental data and it was independent of the simulations.

The attenuation length \(\Lambda_{S(500)}\) of \(S(500)\) was evaluated using a global fit of the attenuation curves assuming exponential attenuation (Eq. A.1). The resulting value was \(\Lambda_{S(500)} = 402 \pm 7 \text{ g cm}^{-2}\).

\[
S(500)_i = S(500)_0 \exp \left( -\frac{X_0}{\Lambda_{S(500)}} \csc \theta_i - 1 \right)
\]

with \(X_0\) – the atmospheric depth in g/cm².

Appendix B. Unfolding based on a response matrix

If a given variable is characterized by intrinsic statistical fluctuations, then when representing its spectrum as a histogram with a given bin size, the fluctuations will cause the total value stored in each bin to deviate from the true (unknown) value due to events leaking to and from neighboring bins. Therefore, the reconstructed spectrum is obtained from the true spectrum of the given variable by folding the contributions from fluctuations in all neighboring bins in each bin. This migration depends on the bin size and the amount of fluctuations, where its effects can vary greatly depending on the spectral shape. This was the case of the reconstructed energy spectrum, which decreased very steeply. Given the steep decrease in the spectrum, we expected that the contributions to neighboring bins would have a greater effect toward higher energies, where the flux was much lower. This affected the flux value as well as the spectral index, and a correction had to be applied for compensation. This correction was derived using simulated showers and it was based on a response matrix, where we plotted the probabilities \(P(E_{\text{true}}^{\text{rec}}, E_{\text{true}})\) that an energy \(E_{\text{true}}\) was reconstructed as an energy \(E_{\text{rec}}\) (where \(E_{\text{true}}/\text{eV} \in [10^{16}, 10^{19.5}]\), thereby covering the energy range of interest where such effects are important). To unfold the effects of fluctuations and infer the true energy spectrum, we then had to solve a system of equations as Eq. (B.1):

\[
N_{\text{true}}(j) = \sum_{i=1}^{N_{\text{bin}}} P(E_{\text{rec}}^{\text{true}}, E_{\text{true}}) N_{\text{true}}(i)
\]

where \(\sum_{j=1}^{N_{\text{bin}}} P(E_{\text{rec}}^{\text{true}}, E_{\text{true}}) = 1\).

The system was solved iteratively by applying a method based on the Gold algorithm [34] and the result was then compared with the result obtained by another approach based on the Bayes algorithm [35] (also applied iteratively). For a sufficiently large number of iterations, the results obtained by the two methods converged (Fig. B.17). For each unfolding procedure, a smoothing was applied to the result obtained from each intermediate iteration to avoid fluctuations amplifying from each iteration to the next. This smoothing was based on the 353HQ-twice algorithm [36]. In addition, the simulation-derived response matrix was smoothed in order to reduce the effects induced by the statistical fluctuations in the Monte Carlo sample. To smooth the response matrix, the information in each bin of true energy was fitted with a Gauss–Landau convolution and the parameters of the convolution function were then parameterized with the true energy.

The unfolding procedures based on the Gold and Bayes algorithms were tested by comparing the measured spectra with the forward folded ones and good agreement was observed.

Appendix C. Energy spectrum based on \(S(500)\) and its systematic uncertainties

The experimental energy spectrum inferred from the proposed approach is shown as \(E_0^{S(500)}\) in Fig. C.18 as well as the result obtained for KASCADE [26] toward lower energies, and the result obtained using the standard approach [7] as \(E_0^\text{K-01}\). It is important to note that the KASCADE spectrum was inferred from a procedure using the QGSJet-01 model for high energy interactions with...
different specific systematics compared with the QGSJet-II-2 used to infer the two KASCADE-Grande spectra. The figure also shows the spectrum obtained when using EPOS 1.99 as the basis for calibration.

The reconstruction of energy from \( S(500) \) relies on a considerable number of parameters, which can vary substantially on an arbitrary basis. By propagating through the calculus, these variations can lead to fluctuations in the flux obtained. We identified these free parameters and allowed them to vary within reasonable limits. The resulting variation in the energy flux (in %) was evaluated in each case.

- **Accuracy of the \( S(500) \) reconstruction**
  The \( S(500) \) energy estimator was derived from a fit according to [25]. The quality of this fit was affected significantly by the number of stations as well as by their position inside the lateral density distribution. The fluctuations in the reconstructed \( S(500) \) acted as a source of uncertainty and they amounted to \( \approx 16.5\text{%} \) at \( E_0 = 10^{17} \text{ eV} \), where they decreased with energy to \( \approx 8\text{%} \) at \( E_0 = 10^{18} \text{ eV} \) [37].

- **Uncertainties in the \( E_Q - S(500) \) calibration**
  The simulation-derived calibration curve was obtained using a fitting procedure and each parameter was characterized by an uncertainty. In order to evaluate the effects of these uncertainties in terms of the systematics of the energy flux, the fit parameters were allowed to change according to their uncertainty and the primary energy spectrum was reconstructed in this particular new case. The contribution of this source was determined for a systematic uncertainty of \( \approx 1\text{%} \) at \( E_0 = 10^{17} \text{ eV} \), where it increased with energy to \( \approx 6\text{%} \) at \( E_0 = 10^{18} \text{ eV} \).

- **Spectral index of the simulated event sample**
  The simulated shower sample used throughout this study was weighted on an event-by-event basis to emulate a primary energy spectrum with a spectral index \( \gamma = -3 \), which is close to the natural index of the cosmic ray spectrum but not exactly the same. The reconstruction was repeated for the cases where \( \gamma = -2.8 \) and \( \gamma = -3.2 \), and the difference between the fluxes obtained in these two cases was considered as systematic uncertainty. The source amounts for \( \approx 2\text{%} \) at \( E_0 = 10^{17} \text{ eV} \) increased slightly with energy to \( \approx 4\text{%} \) at \( E_0 = 10^{18} \text{ eV} \).

- **Influence of the Monte-Carlo statistics on the fitting parameters**
  The simulated shower sample used for energy calibration was generated by a Monte Carlo algorithm, which introduced various fluctuations with different energy ranges because the energy spectrum is a power law and far less events were available for analysis at high energies than lower energies. In order to estimate the effects of these fluctuations, the energy range was divided into three sub-ranges and the energy calibration was performed for every sub-range. The new parameterizations varied slightly among cases due to the Monte Carlo fluctuations. The reconstruction was performed for each particular parameterization and the results were compared. For every energy bin, the difference between the maximum reconstructed flux and the minimum value was defined as the systematic uncertainty from this source, which for \( \approx 2\text{%} \) at \( E_0 = 10^{17} \text{ eV} \), increased with energy to \( \approx 8\text{%} \) at \( E_0 = 10^{18} \text{ eV} \).

- **Systematic error introduced by the CIC**
  The CIC (Appendix A) method provides an attenuation-corrected \( S(500) \) with an associated uncertainty that results from the CIC method itself, which acts as another source of systematic uncertainty because the corrected \( S(500) \) is converted to energy. To evaluate the contribution of the CIC method to the overall systematics, we allowed the corrected \( S(500) \) value of each event to change according to the CIC-specific uncertainty. The contribution to the resulting energy flux was rather small at less than 1% over the entire energy range.

- **Choosing a specific reference angle at which to perform the \( S(500) \) correction of attenuation**
  A specific reference angle is selected when correcting the \( S(500) \) for attenuation. The experimental zenith angular distribution peaked at \( 21^\circ \), so the reference angle was selected as \( 21^\circ \) in order to ensure that the CIC method significantly affected as few showers as possible. However, it is possible to choose another angle without changing the relevance of the final result, but the correction would affect each shower in a different way depending on the choice of reference angle. As extreme cases, we selected reference angles of \( 0^\circ \) and \( 30^\circ \), and we compared the resulting spectra after applying CIC for these reference angles. The difference between these spectra defined the contribution of this uncertainty source, which was \( \approx 6\text{%} \) at \( E_0 = 10^{17} \text{ eV} \) and it increased to \( \approx 14\text{%} \) at \( E_0 = 10^{18} \text{ eV} \).

- **Response matrix correction**
  The response matrix correction (see Appendix B) involved complex mathematical operations, which contributed to the final systematic uncertainties. To evaluate this contribution, test spectra were generated by introducing random Poisson noise in the raw un-corrected energy spectrum and then unfolding it. The test spectra were forward folded (the inverse operation of the unfolding procedure) and then re-unfolded. The average difference between the re-unfolded spectra and the average of the test spectra was used to define the contribution of the response matrix correction, which contributed about 4% over the entire energy range.

- **Hadronic interaction model**
  The combination of QGSJet-II-2 and FLUKA models has been used in all studies of simulated events and it is expected that the model itself introduces a systematic effect when describing certain shower properties. To obtain a rough estimate of this systematic effect, a second calibration was been from simulations based on the EPOS 1.99 model and on average, the energy variation with the new calibration was systematically \( \approx 10\text{%} \) lower than that for QGSJet-II-2. Similarly, when we treated the EPOS shower sample as experimental data and reconstructed it using the calibration based on the QGSJet-II-2 model, we obtained a systematic \( \approx 10\text{%} \) overestimation of the energy. This contribution was only evaluated in this case, but it was not included in the systematic uncertainty band in Fig. C.18, Section 4.1.

The method-specific sources described above (excluding the hadronic interaction models) introduce a combined systematic uncertainty of \( \approx 32\text{%} \) in the energy flux at \( E_0 = 10^{17} \text{ eV} \) and it increased to \( \approx 45\text{%} \) at \( E_0 = 10^{18} \text{ eV} \).
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